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I. INTRODUCTION

The collection of solar energy by photosynthetic plants, algae, and bacteria and

the subsequent transfer of that energy to reaction centers is known as light

harvesting. The pigment–protein complexes responsible for light harvesting are

often collectively referred to as antennae [1–4]. Despite the variety of structures

and diversity of pigment cofactors used through the plant and bacterial

kingdoms, light harvesting is universally almost 100% efficient at low light

levels. A further ubiquitous feature is the implementation of protective

mechanisms to guard against damage that would result from singlet oxygen

sensitization. One obvious key to the efficacy of light-harvesting antennae, which

have large spatial cross sections for light absorption, is to ensure that the

elementary energy transfer processes that transport excitation to the reaction

center (RC) are ultrafast. For example, typically there are about 200

(bacterio)chlorophyll pigments associated with each reaction center. Then, if

energy simply hops randomly from pigment to pigment until reaching the RC

trap, we can estimate that on average ð0:72� 200 log 200þ 0:26� 200Þ ¼
363 hops are required prior to trapping. Given the fluorescence lifetime of

(bacterio)chlorophyll, this simple picture tells us that the average time for each

hop must be < tflu=ð9� 363Þ � 300 fs in order to achieve a quantum yield of

excitation trapping greater than 90%. Thus over the past years there has been a

happy conjunction between femtosecond spectroscopy and high-resolution

structural models [2, 5, 6] which has enabled some systems—in particular the

peripheral light harvesting antenna (LH2) [7–11] and the RC of purple bacteria

[12–17] and Photosystem I of cyanobacteria and green plants [6] to be modeled

at a reasonable level of sophistication. Likewise, the availability of detailed

58 gregory d. scholes and graham r. fleming



structural and dynamical information has spurred the development of improved

methods for calculating molecular interactions and energy transfer mechanisms.

To survey in detail the current state of knowledge of photosynthetic light

harvesting would require an encyclopedic article. In this article we focus on the

general principles that have been learned from studies of the purple bacterial

and cyanobacterial systems. We discuss briefly the implications for green plant

photosystems. We conclude with a discussion of questions that highlight areas

that we feel are currently in need of investigation or resolution.

II. DYNAMICSOF ENERGYTRANSFER IN PHOTOSYNTHESIS

A. Structure and Dynamics

Light-harvesting pigment–protein complexes are employed by photosynthetic

organisms to increase the spatial and spectral cross section per RC for collection

of solar energy. In Fig. 1, we show structures of the peripheral light-harvesting

complex LH2 of Rps. acidophila determined from X-ray crystallography [18]. In

Fig. 2 we show the structure of the core light-harvesting complex LH1 of

Rps. rubrum measured by low-resolution electron diffraction and a model based

on the LH2 structure [19]. Recent studies have shown that LH1 may not always

form a closed ring and may exist in a dimeric form. Figure 3 captures the layout

of the antenna in purple bacteria, but should not be taken as a detailed model of

the morphology of the entire photosynthetic unit. When grown under low light

conditions the entire system contains about 250 bacteriochlorophyll (BChl)

molecules RC. A stoichiometry of one LH1 per RC has been noted, the

remaining BChl being contained in multiple LH2 complexes.

The structure of LH2 is known to 2.5 Å and 2.4 Å for Rps. Acidophila [18, 20]

and Rs. molischianum [21, 22], respectively. The Rps. acidophila structure is

based on subunits consisting of two trans-membrane a-helices (labeled a and b),
which are arranged in a highly symmetric ring motif (C9 symmetry in Rps.

acidophila and C8 symmetry in Rps. molischianum). This antenna complex

contains a number of bound cofactors: two distinct rings of BChl a pigments,

labeled B800 and B850, and at least one carotenoid per subunit, which makes a

close approach to chromophores from each of these rings. In Rps. acidophila the

B800 ring contains nine BChl a molecules while the B850 ring contains 18

BChl a. In Rps. molischianum the symmetry is eightfold, so the number of

BChls is correspondingly reduced to 24 in total. LH1 is believed to be very

similar in structure to LH2, but lacks an equivalent of the B800 ring, containing

of single ring of 32 BChl a molecules known as B870 or B875 [23].

The overall timescale for trapping an excitation in the reaction center (and

thereby initiating charge separation from the special pair) is 50–60 ps. The

slowest step in this process is the final step from LH1 to the RC which takes
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about 35 ps [24–26]. Transfer between LH2 complexes and from LH2 to LH1

takes 1.5–5 ps [27–29] and the transfers within each complex are much faster.

For example, the transfer time between B800 and B850 in LH2 is about 700 fs at

room temperature, [10, 30–35] while transfer between B800 molecules occurs

on an average time scale of about 500 fs [35–38]. The dynamical time scale

associated with the excited states in B850 and B875 is around 100 fs [39, 40],

although the close proximity and strong electronic coupling (vide infra) of the

Figure 1. Illustration of the structure of the peripheral light-harvesting complex LH2 of the

purple bacterium Rps. acidiphila strain 10050 [18]. The top view with a-helices represented as

ribbons is shown at the top of the figure. The same view, but without the protein, leaving just the

bacteriochlorophyll and carotenoid pigments, is shown at the lower left. On the lower right, this

structure is shown tilted on its side, revealing the upper B850 ring of 18 Bchl pigments, the lower

B800 ring of 9 Bchl pigments, and the carotenoids that weave their way between these rings. See

color insert.
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monomers comprising B850 and B875 make it far from clear that this process

can be thought of as simple ‘‘hopping’’ of excitation between sites. Before

attempting to provide a detailed picture of the energy transfer with B850 and

B875, we need to understand the complex interplay between electronic

coupling, electron–phonon coupling, and disorder.

The carotenoid molecules play dual roles as both light-harvesting and

photoprotective pigments. We will briefly address the photoprotective role in

Section VII.B. The overall efficiency of light harvesting from carotenoids (Cars)

varies substantially from species to species [39–42]. In Rb. sphaeroides more

than 95% of the photons absorbed by the Cars are transferred as excitation

energy to the RC, while in strain 7050 of Rps. acidophila the overall efficiency

is about 70%. Two electronic states of the Cars are involved in the energy

transfer to the BChls. Energy transfer from the S2 state of the Car is extremely

rapid (50–100 fs) in all species studied so far, whereas the Car S1 to BChl

energy transfer time scale varies from �3 ps in Rb. sphaeroides to >25 ps and

occurring with negligible quantum yield in Rps. acidophila.

Energy transfer processes have also been observed within the RC of purple

bacteria [43–54]. The RC has 10 cofactors bound in a twofold symmetric

arrangement: two closely spaced BChl a molecules (PL and PM) that comprise

Figure 2. An illustration of the proposed structure of the LH1 ring of purple bacteria based on

the LH2 structure [19, 22]. The protein has been removed from part of the ring to expose the B875

Bchl pigments and the carotenoids.
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the special pair or primary electron donor, two monomeric ‘‘accessory’’ BChl a

molecules (BL and BM), two bacteriopheophytins (HL and HM), two

ubiquinones (QA and QB), a carotenoid, and a nonheme iron as shown in

Fig. 4 [55–58]. As early as 1972, Slooten [59] proposed that electronic energy

transfer occurs from H and B to P in the Rb. sphaeroides RC. In the mid-1980s,

ultrafast spectroscopy demonstrated that B to P energy transfer occurred in

about 100 fs at both 300 and 10 K [43, 44]. More recently, it was shown that the

appearance of P following excitation of H was 50% slower, than when B was

excited directly, suggesting that B is a real intermediate in the H to P transfer

process.

Many of the time scales described above have proven difficult, or impossible

to obtain, using the standard Förster model [3, 60–64] of resonance energy

transfer (coupling between point dipoles in donor and acceptor, overlap of

measured donor emission spectrum with acceptor absorption spectrum, separation

distance and mutual orientations specifiable by a simple parameter). Examples

of processes where conventional calculations do not agree well with experiment

are Car S1 to BChl Qy (the calculated rate would be zero!), B800 to B850 in

LH2, and B to P in the RC, where calculated rates are always significantly

Figure 3. A schematic picture of the light-harvesting funnel in purple bacteria (left) and an

illustration of how this corresponds to the layout of pigment–protein complexes (right). The

approximate time scales of the various energy transfer processes are indicated.
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slower than their measured values. In addition, the temperature dependence of

these later two processes is strikingly weak and not predicted by simple

calculations. Such discrepancies between theory and experiment have led to

much speculation that new mechanisms are required to understand photosyn-

thetic energy transfer. In this review, we will attempt to show that each of

‘‘troublesome’’ processes described above can be explained quantitatively

by generalizing the conventional Förster description to include the effects of

(a) multiple donors and acceptors, possibly with strong coupling between

members of each group, (b) closely spaced donors and acceptors, and (c)

energetic disorder among the donors and acceptors. We find that very weak or

even normally forbidden transitions in a molecular aggregate may participate in

efficient energy transfer via the Coulombic coupling mechanism, rather than by

orbital overlap (e.g., the exchange or Dexter mechanism) [4] as it is often

supposed. The remarkable efficiency of energy transfer in photosynthetic

pigment–protein complexes of both plants and bacteria seems likely to be

understandable in this context. A primary implication of our work is that optical

spectroscopy is limited as a tool to determine electronic couplings in molecular

aggregates. This means that, at the present time, general design principles for

Figure 4. Left: Structural model of the photosynthetic reaction center of Rps. viridis from

crystal structure data. Right: Arrangement of the special pair (dark gray), accessory bacterio-

chlorophyll (black), and the bacteriopheophytin (light gray) pigments.
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light-harvesting structures can only be revealed by a combination of experiment

and theory.

More complex dynamics underlie the energy transfer processes that have

been observed within the B850 and B875 rings of LH2 and LH1. In this case, an

excitonic theory is required in order to relate linear and nonlinear spectroscopic

observables to the underlying dynamics. Finally, in the case of Photosystem I

from a cyanobacterium, both weak and strong coupling cases exist within the set

of 96 nonequivalent Chls comprising the core antenna/RC complex.

B. Spectra of Purple Bacterial LH Complexes

Before turning to a description of electronic coupling in the LH complexes of

purple bacteria, it is appropriate to review briefly the mechanisms used in the

natural system to shift the absorption frequencies of the various components,

such as B800, B850, and so on (Fig. 5).

In relative isolation the BChl-a molecules absorb at 772 nm (the Qy band),

575 nm (the Qx band), and 360 and 390 nm (the B bands). The carotenoids have

a strong S0 ! S2 absorption in the region 450–550 nm, while their S0 ! S1
transition is dipole-forbidden and it is not found in the one-photon absorption

spectrum.

However, each of these states plays a role in gathering light. The operation of

the light-harvesting antenna of purple bacteria is based on an energy funnel to

focus excitation energy to the reaction center. There are two obvious ways to

construct such a funnel: (1) Select different chemical species that absorb at the

Figure 5. The absorption spectra of LH2 of Rps. acidophila (solid line) and LH1 (dash–dotted

line).
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required wavelength or (2) use exciton (and solvation) interactions to

progressively red shift the spectra of the same chemical species. In purple

bacteria, nature has adopted the second strategy for the BChl components: They

use both interactions between the pigments (‘‘excitonic coupling’’) and

interactions between individual pigments, along with the protein environment

to modify the spectroscopy of antenna components. In LH2, the BChl a

absorption bands are located at 800 nm (B800) and at 850 nm (B850), while in

LH1 the BChl a absorption has a maximum at 875 nm (B875). The B800

molecules interact weakly with each other and with the B850 molecules. In

contrast, the B850 and B875 molecules are fairly strongly coupled amongst

themselves to produce at least a significant portion of the red shift. However, the

role of the protein is also evident here, as demonstrated by Fowler et al., who

showed that site specific mutants of LH2 that removed specific hydrogen-bond

interactions between the protein and the B850 chromophores, produced

significant blue shifts of the absorption band [65–67]. One of the most

intriguing questions in the study of light harvesting is whether there is an

intrinsic advantage to the excitonic coupling strategy, which necessarily brings

with it some degree of delocalization of the electronic states. In many other

systems, chemical modification is also used to expand spectral coverage. For

example, the binding of both chlorophyll a and chlorophyll b in LHC II [2].

The carotenoid constituents of the antenna systems also expand the spectral

coverage of the antenna, although the efficiency of carotenoid to chlorophyll

transfer varies significantly between species. The strongly allowed S0–S2
transition of carotenoid in the 450- to 550-nm spectral region significantly

enhances absorption in this wavelength range and can transfer excitation to

BChl or Chl molecules via the conventional Coulombic coupling mechanism.

However, upper excited states are very short lived and rapid internal conversion

to the S1 state will occur in parallel with the energy transfer. The efficiency of S1
to BChl or Chl energy transfer seems to vary significantly from complex to

complex and species to species.

In addition to the systematic variations in transition frequencies of specific

classes of pigments such as B800 or B850, there is significant disorder in the

excitation energies from site to site and from complex to complex [10, 68–71].

This distribution of monomer energies can arise from (a) side-chain disorder in

the protein, (b) deformation of the BChl macrocycle, (c) binding of ions, (d)

ionizable side chains being near their pKa values and thus existing in both

neutral and ionized forms, (d) local or global distortions of the structure, and (e)

the limited statistical sampling of full distribution of site energies possible in a

complex of, for example, 9 or 18 monomer units. In addition to these types of

disorder (generally referred to as diagonal disorder) in the excitonically coupled

systems, variations in the electronic coupling between monomers (off-diagonal

disorder) can also occur [72].
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The fundamental question arising from the structure–function–dynamics

relationships within a light-harvesting antenna is simply stated: What is the

mechanism by which excitation moves in the antenna, and why is the overall

process so wonderfully efficient? In this review we explore our knowledge of

the ingredients required to formulate an answer to this question. We will

describe our present understanding of the electronic interactions between the

pigments, the line-broadening processes arising from electron–phonon coupling

and disorder, and the implications of multiple, closely spaced chromophores for

the dynamics. Finally, we will attempt to describe how the interplay between all

these phenomena determines the dynamics of light-harvesting and funneling.

III. ELECTRONIC COUPLING AMONG

THE CHROMOPHORES

A. Preface

When Förster [60] initially formulated his theory of energy transfer via the

inductive resonance mechanism, he considered the interaction of single pairs of

chromophores spaced by distances that are large compared to the size of the

molecules. The situation in light-harvesting complexes is often rather different:

Molecules are spaced by distances that are small compared to the overall

molecular dimensions, making the definition of donor–acceptor separation and

relative orientation ambiguous at best. In addition, there are often several or even

many donor and acceptor molecules in close proximity, and these interactions

may perturb the monomer spectral line-shape significantly. As we will describe

in detail below, if any of the electronic couplings are strong enough to perturb

significantly the spectral line shape or radiative rates, the standard Förster

formulation of energy transfer becomes inadequate. An important example of

this effect is the strong interaction between the two BChls of the special pair of

the purple bacterial reaction center, which alter and shift the absorption spectrum

dramatically compared to that of the monomer.

When the energy transfer involves one forbidden transition, it has been

conventional to invoke mechanisms of electronic interaction other than

Coulombic coupling, such as electron exchange via orbital overlap as originally

formulated by Dexter [4]. Here an important general issue arises which relates

to the length scale on which the molecular transition density is characterized by

optical spectroscopy. In essence, the photon characterizes the molecular

transition density in the far field, thus averaging over the entire molecular

dimension. In the confined geometry of molecular aggregates, such as light-

harvesting complexes, neighboring molecules may sense the shape of each

other’s transition density on a much finer scale [73]. It is clear that this effect

will produce quantitative errors if the transition densities are approximated as
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point dipoles, but it is perhaps less obvious that qualitative mechanistic errors

can arise if forbidden transitions are assumed to be incapable of Coulombic

coupling to allowed transitions of molecules separated by distances smaller than

the overall donor molecular dimensions. This type of symmetry breaking is

important in, for example, the S1 to Qy transitions of carotenoids to BChls, and

we will describe it in detail below. Both qualitative and quantitative aspects of

this issue can be handled by explicitly calculating the Coulombic interaction

between the transition densities of donor and acceptor, but now these must be

obtained from electronic structure calculations, thus breaking the reliance on

only experimentally determined quantities, which is the great strength of the

Förster theory.

Our ab initio quantum chemical study of electronic interactions in LH2 [74]

provides a starting point for the discussion. The calculated highest occupied

molecular orbital (HOMO) for the intrapolypeptide BChl dimer in LH2 is

shown in Fig. 6. It was anticipated that there would be significant orbital overlap

between these two BChls, and this may assist delocalization of energy about the

B850 ring. The calculated overlap density between the monomer BChl HOMOs

is shown also in Fig. 6. The corresponding overlap integral was determined to

be 1:72� 10�3 (HF/3-21G*). Is overlap of this magnitude between two BChls

significant for calculations of EET? According to a simple analysis based on the

calculated overlap, it is not, unless the closest approach of the BChls is 3 Å or

less. Note that there is only overlap between one of the four pyrrole rings of

each macrocycle. If the BChl molecules were to be arranged in a more

sandwich-like geometry, rather than being offset as in LH2, this overlap would

increase owing to more orbital density being able to overlap. We can model this

only by considering the distance-dependence of the overlap with respect to the

spatial distribution of orbital density on each molecule. This is different from

pushing the dimer together, which would increase the V short coupling according

to a simple exponential distance-dependence. Doubling the overlap would

quadruple Vshort, consequently having a significant effect of the EET rate at

larger separations.

We have quantified the orbital overlap-dependent coupling for the BChl

dimers in the B850 ring of LH2 [74]. Nonetheless, at closest approach

separations of 4 Å or more, it seems reasonable to ignore the V short contribution

to the coupling. However, we have found that at typical interchromophore

separations identified in light-harvesting complexes, the dipole approximation is

unreliable for quantifying the Coulombic interactions. The dipole approxima-

tion completely ignores the shape of the interacting molecules—which turns out

to be important in many cases. To overcome this barrier, we have developed the

transition density cube method for calculating Coulombic interactions between

electronic transitions, as we describe below. In addition, in multichromophoric

systems, use of the dipole approximation can mask the way that energy transfer
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dynamics are dictated by the arrangement of molecules in an aggregate. This

latter point is rather subtle, and we will describe it further by way of the theory

and examples in Section VI.

B. The Transition Density Cube Method

It is straightforward to show [75] that the Coulombic interaction that promotes

excitation transfer between two two-level systems is given by the integral

VCoul ¼ 2

ð
dt d0ð1Það2Þr�112 dð1Þa0ð2Þ

� 2ðd0d j aa0Þ
ð1Þ

Figure 6. Top: A HOMO calculated for a B850 dimer of LH2 (HF/3-21G*). Bottom: The

overlap density between the two Bchl chromophores is plotted.
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where d (d0) is the HOMO (LUMO) of the donor, etc. d and a are doubly

occupied in the ground state, while the excited state is represented as a single

excitation from the ground state.

We have found it useful to express this Coulombic interaction in terms of

transition densities (TDs) [73]. It has thereby been possible to calculate quite

accurately, and with moderate computational effort, Coulombic interactions and

energy transfer dynamics in rather complex light-harvesting assemblies.

Furthermore, we have thus been able to gather several new physical insights

into the mechanism of light harvesting. For example, we will describe here the

physical, as well as practical, meaning of the dipole approximation with respect

to energy transfer. We will show how and why the shape of molecules is just as

important as their separation and orientation. Finally, we will show that the

degree to which a transition is allowed or forbidden does not necessarily have

direct implications for light-harvesting efficiency.

In general, the Coulombic interaction can be written in terms of the two-

particle spinless transition density �KL;RS that connects the states K and L on the

donor (D) and connects the states R and S on the acceptor (A):

VCoul ¼ e2

4pe0

ð
�KL;RSðr1; r2Þ

r1 � r2j j dr1dr2 ð2Þ

Usually two-particle densities can only be written in terms of one-particle

densities for single-configuration wavefunctions. However, because electron 1

and states K and L are localized on molecule D, whereas electron 2 and states R

and S are localized on A, it is possible to factorize �KL;RSðr1; r2Þ when

nonorthogonality effects resulting from interpenetration of donor and acceptor

electron densities are negligible. Thus we obtain:

VCoul ¼ e2

4pe0

ð
PD
KLðr1ÞPA

RSðr2Þ
r1 � r2j j dr1dr2 ð3Þ

The single-particle transition density matrix connecting states K and L of

molecule D is defined as usual [76]:

PM
KLðr1Þ¼ N

ð
�K x1; x2; . . . ; xNð Þ��L x01; x02; . . . ; x0Nð Þdx2 . . . dxNdx02 . . . dx0Nds1

ð4Þ

where N is a normalization constant, xi are the spatial and spin coordinates of

electron i, and s1 is the spin of electron 1.

Owing to the orthogonality between states K and L, PKLðr1Þ integrates to

zero. Physically, this is because no net charge is gained or lost during an
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electronic transition. A plot of the transition density, as shown in Fig. 7, reveals

the manner in which the electron density of molecule D is polarized by

interaction with light, in such a way as to induce a transition from L to K.

Since the wavelength of light is typically much larger than the physical size

of a molecule, in optical spectroscopy it is usual to condense the information in

the transition density of an allowed transition to its dipole moment,

mLKa ¼
ð
ðraÞ1PM

KLðr1Þ dr1; ð5Þ

where the index a denotes the x, y, and z components of the vector. It is this

quantity mLKa that determines the strength of electric dipole-allowed electronic

transitions between states L and K according to the dipole approximation.

Figure 7. Transition densities calculated for a Bchl molecule and a carotenoid. Density

elements, containing charge qi, qj, and so on, are depicted together with their corresponding

separation rij. Summing the Coulombic interaction between all such elements gives the total

Coulombic interaction, which, according to the TDC method, promotes energy transfer. See color

insert.
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Similarly, if we assume that the donor and acceptor electronic transitions are

electric dipole-allowed, and the condition jr1 � r2j � the spatial extent of D

and A is satisfied, then Eq. (3) can be written in terms of transition multipoles

(dipole, quadrupole, etc.) and a corresponding power series in 1=R, where R is

the center-to-center separation of the molecules [4, 75, 77]. Förster was the first

to propose a connection between electronic spectra and the electronic coupling

based on these arguments, so this is the approximation normally used in

conjunction with Förster theory [60]. We note that this dipole approximation in

the Coulombic coupling is a different kind of dipole approximation than that

relating to the interaction between a molecule and light [77–80].

When the donor and acceptor molecules are nearby to each other, as is

typically the arrangement in photosynthetic light-harvesting antenna complexes,

the shape of the transition densities is very important in determining the electronic

coupling. In that case, the correct physical picture is lost when the shape

information in the transition density is averaged away by applying the dipole

approximation. This idea was recognized by London in connection to van der

Waals forces [81]:

. . . it is clear that even the dipole terms of this power series must turn out to be

quite inappropriate if one has to consider oscillators of some length extended

over a large region of a chain molecule. Another molecule would interact chiefly

with one end of such a long virtual oscillator, and this situation would be

completely distorted if one were to represent the oscillator by a decomposition

into point-form multipoles, all located in the center of the molecule. It would

obviously be much more appropriate in this case to represent each oscillator by

several distinct poles, ‘‘monopoles,’’ of different sign, suitably located in the

molecule, thus directly taking account of the actual extension of the oscillator in

question.

This idea is illustrated in Fig. 7, where we show the calculated (CI-singles/

3-21G*) transition densities for the BChl-a Qy transition and the Car (rhodopin

glucoside) S2 transition. The Coulombic interaction between these transition

densities is the sum over all the interactions between charge ‘‘cells’’ on each

transition density matrix, qiqj=rij. From inspection of this figure, it is evident

that the topology of the transition densities cannot be ignored—for instance, rij
is significantly different from rik. The only time that it is useful to calculate the

interaction from mulipole moments of the transition densities and one average

donor–acceptor separation is when the two molecules are sufficiently far apart

that all the rij are similar. We suggest that a useful rule of thumb is to check

whether or not the value of R is insensitive to the exact positions on the donor

and acceptor molecules that are deemed to be the molecular centers. This will

indicate that a multipolar expansion of the interaction potential provides a

useful route to evaluation of Eq. (3).
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We conclude that when the donor and acceptor molecules are closely located

relative to molecular dimensions, the analogy between synergistic absorption

and emission processes and the VCoul interaction breaks down. We now need to

think about VCoul in terms of ‘‘local interactions’’ between the donor and

acceptor transition densities because there is a distinct and important difference

between (a) averaging over wavefunctions and then coupling them [Eq. (6a)]

and (b) averaging over the coupling between wavefunctions [Eq. (6b)].

P
i qi~rri

�� �� P
j qj~rrj

��� ���
R3
DA

ð6aÞ
X
i;j

qiqj

rij
ð6bÞ

Here we consider discrete charges qi at position ri on donor molecule D and

charges qj at position rj on acceptor A. rij ¼ ri � rj and RDA is the center-to-

center separation between D and A, and kDA is the orientation factor between

transition moments ~mmD ¼
P

i qiri and ~mmA ¼
P

j qjrj.

The key is that a single-center expansion of the transition density, implicit in

a multipolar expansion of the Coulombic interaction potential, cannot capture

the complicated spatial patterns of phased electron density that arise because

molecules have shape. The reason is obvious if one considers that, according to

the LCAO method, the basis set for calculating molecular wavefunctions is the

set of atomic orbital basis functions localized at atomic centers; a set of basis

functions localized at one point in a molecule is unsatisfactory.

To execute Eq. (3) numerically, we have used ab initio quantum chemical

methods to calculate transition density cubes (TDCs) for the donor and acceptor

from CI-singles or time-dependent density functional theory wavefunctions. A

TDC is simply a discretized transition density,

~PPM
KLðx; y; zÞ ¼ Vd

ðzþdz
z

ðyþdy
y

ðxþdx
x

PM
KL r1ð Þ ð7Þ

where the da denote the grid size of the transition density cube and Vd ¼ dxdydz is
the element volume. In the TDC method the donor and acceptor transition

densities are each represented in a 3D grid. Charge density in each cell of the

donor qi is coupled with that in each cell of the acceptor qj via,

VCoul ffi
X
i;j;k

X
l;m;n

~PPD
KLði; j; kÞ~PPA

RSðl;m; nÞ
4pe0 rijk � rlmn

�� �� : ð8Þ
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Typically we use TDCs consisting of�106 elements, each of volume�0.23 bohr3.
The shape of a ‘‘cube’’ is chosen to contain best the shape of the molecule (it

does not have to be a cube). Using Eq. (8), the donor–acceptor interaction

topology is accounted for to a fine level of detail.

The accuracy of Eq. (8) is limited by the number of elements in the TDC, the

size of each element, and the accuracy of the quantum chemical wavefunctions.

A consequence of the first two factors is the problem of residual charge. That is,

the sum of the charge over all cube elements is not zero, as it should be, but can

be �0.01 e. This residual charge can significantly affect the calculated coupling

because, reverting to the language of the multipole expansion, it provides

spurious charge–charge and charge–dipole interactions between the transition

densities. To compensate for this residual charge qR in a TDC with N elements,

we subtract a quantity qR=N from each element in the TDC, such that the

residual charge is reduced to �10�14 e. Upon evaluating Eq. (8), one must also

remove singularities that arise when cube elements of the donor TDC overlap

with those of the acceptor TDC. We simply ignore these contributions to VCoul,

which is justified because the overlap density (i.e., the significance of

overlapping transition density) must be small anyway when VCoul dominates

the electronic coupling.

A challenge for calculating the magnitude of electronic couplings accurately

via the TDC method is to determine the ground- and excited-state

wavefunctions as precisely as possible. However, this is generally an easier

task than might be anticipated, for the reason that the most important result of

the calculation is the shape of the TD. The shape of the TD is, of course,

constrained by the shape of the molecule, and thus is easily obtained. Electronic

couplings are overestimated by CI-singles TDCs, for the same reasons that

transition dipole moments—for example, mcalc from Eq. (5)—are overestimated.

However, because the shape of the TD is well-calculated, it is possible to scale

uniformly the TDC in such a way that Eq. (8) gives the experimental result for

the transition dipole moment mexp. We do this by multiplying each element in

the cube by mexp=mcalc (or equivalently post-processing the calculated coupling).

This method does not work for forbidden transitions, of course. If TDs are

calculated using time-dependent density functional theory or semiempirical

methods like INDO [82], no scaling is necessary [83].

If wavefunctions are calculated using semiempirical methods that assume

zero overlap between atomic orbitals (AOs) on different atomic centers, then a

Mulliken population analysis [84, 85] can be applied to the calculated TD to

yield transition monopoles distributed over each atomic center. Such an

approach has proven to be effective [82] an advantage being that the interaction

between distributed monopoles can be computed considerably faster then that

between TDCs. At the same time, the basic topology of the donor–acceptor

energy transfer and photosynthetic light harvesting 73



interaction is preserved. Here we describe this method in more detail for the

more general case wherein differential overlap is preserved.

A general TD calculated in terms of a CI expansion of molecular orbitals

(MOs) may be transformed to an AO basis PKL
ij in terms of fwiðrÞg such that

[76],

PKLðrÞ ¼
X
i; j

PKL
ij wiðrÞwjðrÞ: ð9Þ

The TD can then be analyzed in terms of the normalized orbital and overlap

densities

diðrÞ ¼ wiðrÞð Þ2; dijðrÞ ¼
wiðrÞwjðrÞ

Sij
; ð10Þ

where Sij ¼ wjjwi
� �

and the associated transition charges are

qi ¼ PKL
ii ; qij ¼ 2SijP

KL
ij ; ð11Þ

leading to

PKLðrÞ ¼
X
i

qidiðrÞ þ
X
i< j

qijdijðrÞ: ð12Þ

By summing over the AOs localized at each atomic center and integrating

these over r, we can reduce Eq. (12) to a distribution of TD monopoles located

at each atomic center, and a distribution of overlap-densities from the second

term on the right-hand side of Eq. (12). When the overlap densities arise from

overlap of AOs on different atomic centers, the resulting TD monopole can

arbitrarily be placed halfway between the two atomic centers. More

sophisticated reductions of Eq. (12) represent each TD monopole as a multipole

expansion about the atomic center.

C. Coulombic Couplings in LH2

The availability of high-resolution structural data on various light-harvesting

complexes has made it possible to relate spectroscopic observations of dynamics

and their time scales to a detailed physical picture. An important link connecting

the structural model to the dynamical information is the electronic Hamiltonian,

containing the site transition energies for each chromophore and the electronic

couplings between the chromophores. This information can be obtained from

quantumchemical calculations, as hasbeen describedpreviously [9, 11, 13, 29, 74].
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In Fig. 8 we depict part of the structure of LH2 from Rps. acidophila (strain

10050) showing four Bchls from the B850 ring and two from the B800 ring

[18]. The associated rhodopin glucoside carotenoid threads its way past each of

these rings. It is known that energy is transferred efficiently from the dipole-

allowed S2 state of the carotenoid to the Bchls—primarily via their Qx states

[21, 23, 25, 73]. Here we summarize electronic couplings we have calculated

between the S2 state of the rhodopin glucoside and the Qx state of each Bchl for

this complex using the TDC method, based on CIS/3-21G* wavefunctions,

compared to electronic couplings estimated using the dipole approximation with

respect to the same transition densities. It is immediately apparent that the

dipole approximation will be problematic because it is not clear how best to

define the interchomophore separations. We used the centers of each transition

density, and we provide these distances in the figure. Quantitatively, we see that

the results of the dipole approximation can, at best, be described as

unpredictable compared to the TDC method and may not even predict correctly

the sign of the coupling. This is because, for example, the Bchls in the B850

interact chiefly with just the top of the carotenoid transition density, but interact

Figure 8. A summary of couplings calculated between the Bchl Qy transition and the

carotenoid S2 transition for LH2. VTDC are those calculated by the TDC method for Rps. acidophila

[73], the Vdd provide a comparison with the dipole–dipole method, and VCEO are those calculated for

Rs. molischianum using the CEO method [11].
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comparatively little with its other end. Apparently, the electronic coupling is

determined by the shape and position of the carotenoid and the Bchl, which in

turn dictates how their transition densities interact.

In Fig. 8 we also provide electronic couplings reported by Tretiak et al. [11]

for the LH2 of Rs. molischianum. These couplings were calculated using the

collective electronic oscillators (CEO) method [86, 87]. Note that the B800-

carotenoid couplings differ between the two species, owing to the 90	 difference
in orientation of the B800 Bchls.

D. Carotenoid S1 State and Electronic Coupling

The mechanism of electronic coupling that promotes Car S1 ! BChl EET has

generally been rather mysterious, and is usually discussed in light of the relative

merits of Förster versus Dexter energy transfer theories. The conventional

wisdom is that, because Förster theory cannot be applied when the donor or

acceptor transition is optically forbidden, Car S1 to BChl coupling must be

mediated by Dexter EET—and hence be dictated by the degree of orbital overlap

between donor and acceptor states. Our recent ab initio calculations of B850

couplings in LH2 evince the possibility that Vshort contributions to the Car S2 to

BChl coupling could reasonably have magnitudes of between 1 and 10 cm�1

[74]. However, according to our previous analysis of the microscopic

mechanisms operative in Car S1 to BChl coupling, Vshort is likely to be much

smaller than for Car S2 to BChl coupling [77].

Considering that the shape and arrangement of transition densities of donor

and acceptor were found to be so important for the carotenoid S2 state

interacting with the Bchl transitions in LH2 [73], the overall symmetry of the

electronic transition may not be as restricting as might be supposed from the

optical spectroscopy. In other words, there could likely be a significant

Coulombic coupling between the carotenoid S1 state and the Bchl transitions in

LH2. By reasoning that the transition densities are mostly determined by the

shape of the molecules, Walla et al. [83] estimated the approximate rhodopin

glucoside to B850 Bchl couplings by scaling the S2 to Bchl couplings uniformly

such that the modified Förster theory for molecular aggregates (see Section VI.

B) predicted their measured S2-B850 EET rates. Very soon after this, Hsu et al.

calculated these couplings using the TDC method (based on TD-DFT methods)

and found remarkable agreement [1]. These results are collected in Table I,

where they are also compared to Tretiak et al.’s [11] results for Rs.

molischianum, determined from CEO calculations.

Hsu et al. [1] investigated the origin of the substantial Coulombic coupling

between the carotenoid S1 state and Bchls in LH2. They found that a significant

contribution could be attributed to mixing of the 2Ag and the Bu carotenoid

states, induced by distortion of the carotenoid structure. However, even for a

completely planar carotenoid molecule, with a forbidden S0!S1 transition, the
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couplings were still found to be significant. The transition densities calculated

for the rhodopin glucoside S1 and S2 transitions are plotted in Fig. 9. It can be

conjectured that the Coulombic interaction with, for example a B850 Bchl, will

be reasonable favorable for each of these states, given that the Bchl interacts

principally with just the top end of the molecule. On the other had, it is evident

that, overall, the symmetry of the transition densities differ: The S1 state has a

Figure 9. A comparison of transition densities for rhodopin glucoside calculated using TDDFT

(6-31þþg** basis set). On the right the S0 ! S2 transition is shown, with its large dipole transition

moment being evidenced by the change in sign of this TD from one end of the molecule to the other.

On the left the S0 ! S1 transition is shown. The symmetry of the TD causes the transition to be

optically forbidden. See color insert.

TABLE I

Calculated Electronic Couplings (cm�1) Between the Carotenoid S1 State and Bchl Qy State in LH2

B800A B800B aB850B bB850B aB850C bB850C

a 26 �7 �5 7 16 �12
b 31 �10 �5 9 32 �18
c 39 �0.4 3 �4 �4 �41
aEstimated by scaling the rhodopin glucoside S1–Bchl Qy electronic couplings in LH2 of Rps.

acidophila calculated by the TDC method [83].
bCalculated (Rps. acidophila) by the TDDFT method [161].
cCalculated (Rs. molischianum) by the CEO method [11].
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symmetrically phased transition density relative to the middle of the backbone,

whereas the S2 state is antisymmetric and hence dipole-allowed.

E. Doublet States and Electronic Coupling

In isolated reaction centers, RCs, of photosynthetic purple bacteria, the primary

electron donor P* can quench excitation by rapid EET from higher-energy RC

pigments, either from the monomeric ‘‘accessory’’ bacteriochlorophyll-a

molecules (BL and BM) or from the bacteriopheophytins (HL and HM). The

photoexcited dimer P* then transfers an electron to HL within three picoseconds

with a quantum yield of nearly unity to form the radical dimer Pþ [88, 89]. If,

however, the primary electron donor is oxidized (either chemically or under high

light intensity) [90] to form Pþ before photoexcitation, electron transfer and thus
photosynthesis are blocked. After excitation of B at 800 nm, the absorption of B

recovers in �130 fs in the neutral RC and in �150 fs in the oxidized RC. In both
cases, the ground-state recovery of B has been interpreted as energy transfer from

B to P within the RC. Remarkably, EET to the oxidized primary electron donor

(from the accessory bacteriochlorophyll or from the antenna) apparently still

occurs [45, 46, 59, 91] even though the strong absorption band P has disappeared.

Why the wild-type RC and oxidized RC primary electron donors are equally

efficient quenchers of the excitation has been an unanswered question for the last

30 years. Recently, however, we have been able to explain this observation

[17, 92].

We summarize below how we went about modeling EET in the neutral RC

based on our model for EET in molecular aggregates. The most significant

feature that differentiates the oxidized RC from the neutral reaction center, and

any previously reported energy transfer systems we are aware of, is that the

acceptor is a dimeric radical. Therefore, the focus of the problem was to

determine the electronic energies and origins of the electronic transitions of the

oxidized special pair acceptor and to quantify the electronic coupling between

each of these relevant transitions and the donor transitions.

After recognizing that EET between a singlet state and a doublet state is

spin-allowed, since no spin flips are necessary ð2ð1B� 2PþÞ ! 2ð1B2Pþ�ÞÞ, it
was apparent that we could employ the TDC method to calculate the electronic

coupling between B and Pþ. Still, the acceptor states needed to be identified

before calculating their transition densities. This was not a trivial problem,

owing to (a) the complex internal spin structure in the Pþ electronic transitions

and (b) the difficulty identifying the Pþ absorption bands in the experimental

spectrum. It was possible to undertake these calculations using the method of

Reimers and Hush [93]. A second challenge is that the first four excited states of

Pþ borrow significant intensity from the fifth excited state, by vibronic coupling.

Vibronic coupling mixes transition density from a more strongly allowed

transition into that of the acceptor state with sufficient spectral overlap to
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acceptor excitation from B*, hence increasing the electronic coupling. In

general, the Coulombic interaction between state i of molecule M and state k of

molecule N, where i is vibronically mixed with state j according to the vibronic

coupling parameter �, is written as

V 0 ¼ VCoul
ik þ �VCoul

jk ð13Þ

where the normalization factor can be ignored when � is small.

IV. THE PROTEIN ENVIRONMENT

A. Dielectric Screening

For a molecular aggregate, the dielectric screening must be incorporated at the

level of the individual inter-site couplings. Each coupling V is multiplied by the

screening factorD. Thus, for the modified Förster theory described in Section VI,

dielectric screening cannot be simply incorporated in the final rate expression as

can be done for a donor–acceptor system. Usually dielectric screening is

assumed to have the form D ¼ n�2, where n ¼ e1=2R is the refractive index of the

medium at optical frequencies [94]. This limiting expression for D is justified

when the disturbances induced in the medium are of much greater wavelength

than the donor–acceptor separation. It is appropriate only when V is a dipole–

dipole coupling and the two chromophores are separated by a distance large

compared to their sizes in a nondispersive, isotropic host medium, and local field

corrections are negligible [95]. If these conditions hold, then it is likely that the

system cannot be a confined molecular aggregate.

In general we suggest that the corrections introduced by the dielectric

medium will be fairly small, though certain specific interactions—for example,

in a protein host—may be significant. A model for medium effects on closely

spaced molecules has been developed recently in our laboratory. It is suggested

that for molecules that are distant from one another we can enclose each in a

cavity such that the two cavities are separated by the dielectric medium.

Solution of this problem leads essentially to the result D ¼ n�2. However, when
the molecules are closely spaced relative to their sizes, we need to reconsider

such a treatment. Hsu et al. [96] enclosed the pair of molecules in a cavity. They

then found that the electronic coupling could be either decreased or increased,

depending upon the orientation of the molecules and their positions within the

cavity. In any case, because the dielectric medium is now confined to the outside

of the cavity containing the dimer, the screening is smaller than for the case of

well-separated molecules.

A model for large complexes in which particular pairs of chromophores may

be separated by transmembrane helices has been developed by Damjanovic and
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co-workers [97]. The model is best illustrated by reference to Fig. 10, which

shows the distribution of transmembrance helices in Photosystem I, represented

as cylinders. The heterogeneity of the protein environment is accounted for

crudely by defining the site-dependent refractive index, nnm, relevant for the

Coulombic coupling between chlorophyll molecules n and m as follows. If the

line connecting the Mg atoms of Chls n and m intercepts one of the cylinders,

then nnm ¼ 1:2; otherwise nnm ¼ 1 in line with the arguments presented above.

This model neglects possible screening by the Chl phytyl chains, and it clearly

treats the protein in a highly simplified way. However, for a complex system

such as PSI, it seems preferable to the standard approach of assigning a single

value (usually ranging between 1.2 and 1.6) to nnm.

B. Specific Interactions

Studies of the spectra and of energy transfer of site-directed mutant strains of the

LH2 of Rb. sphaeroides have suggested that the influence of the H-bonding

residues aTyr44, aTyr45 (aTyr44, aTrp45 in Rps. acidophila) from the adjacent

a protein to the C3-acetyl group of B850 Bchl a contributes significantly to the

Figure 10. Dielectric model of the protein. Within this model, the protein medium (i.e., the

medium with the refractive index of n ¼ 1:2) is represented with a set of cylinders. The cross section

of these cylinders is shown with white circles. The real location of the transmembrane part of

a-helices in PSI are indicated by coiled structures. Chlorophylls are presented as Mg-chlorin rings,

lacking the phytyl tail. Chlorophyll Mg atoms are shown in van der Waals representation. See color

insert.
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spectral shift (compared to B800 or to 777 nm in organic solvent). It was found

that single (aTyr44, aTyr45! PheTyr) and double (aTyr44, aTyr45! PheLeu)

site-specific mutations produced blue shifts of 11 and 24 nm, respectively (at

77K) of the B850 absorption band. It has also been reported that changing the

charged residue bLys23 ! Gln produces an 18-nm blue shift in the B850

absorption maximum. A similar situation has been found for the B800 absorption

band. Furthermore, it is the hydrogen bond from the aTyr44 to the acetyl group

of bB850 which is associated with the significant distortion of this BChl a. The

consequence of the resultant saddle conformation is a further red shift of the

absorption spectrum. It is also well known that the central Mg of BChl (or Chl)

should be described by a coordination number of greater than 4; that is, the Mg is

typically coordinated to a Lewis base. In the case of the B850 BChls a of LH2,

the central Mg coordinates to a His ligand. Hence it is clear that specific

interactions between the BChls and certain residues play an important role in

tuning the absorption spectra and, therefore, for example, in the rate of B800 to

B850 energy transfer via the resultant effect on the spectral overlap integral.

In our recent ab initio MO studies of LH2, we found that the calculated

excitation energies of B800 and the aB850 BChls (i.e., those with planar

structures) are approximately the same, whereas that of the bB850 BChl were

noticeably lower, presumably owing to its distorted structure. It is interesting to

note that this His residue red-shifts the spectra of each monomer significantly,

whereas the H-bonding ligands (aTrp and aTyr) have a lesser effect.

V. ROBUSTNESS WITH RESPECT TO DISORDER

A. Disorder in Photosynthetic Proteins

It is well known that there is significant disorder in the excitation energies from

site to site and from complex to complex. This distribution of monomer energies

can arise from (a) side-chain disorder in the protein, (b) deformation of the BChl

macrocycle, (c) binding of ions, (d) ionizable side chains being near their pK

values and thus existing in both neutral and ionized forms, (e) local or global

distortions of the structure, and (f) the limited statistical sampling of full

distribution of site energies possible in a complex of, for example, 9 or 18

monomer units.

Figure 11 shows the mean energy of 9-mer aggregates (bars) selected from a

Gaussian distribution of otherwise identical monomer energies with width �.

Clearly the distribution of 9-mer energies can be characterized by a width � and

the relation�2 ¼ �2 þ s2 holds, where s is the width of the energy distribution

within a complex. Thus for pigment problem complexes with relatively small

numbers of chromophores, the static site energy distribution within a complex

does not cover the entire distribution, but rather samples a subportion of the
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total disorder. As the upper panel of Fig. 11 shows, the value of s approaches

zero for large values of the total number of pigments, N. In fact

s=� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðN � 1Þp
for N > 1. An absorption spectrum is only sensitive to the

total value of the disorder, � and not the way it is partitioned between s and �.
Energy transfer or exciton relaxation processes within individual complexes

depends only on s, whereas � influences the energy transfer rate between

Figure 11. Top: Comparison of s and the distribution width of the means, �, within an N-mer

as a function of N. See text. Bottom: The mean energy of 9-mer aggregates (bars) compared to the

momomer energies (circles) of distribution width s.
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complexes. If these processes occur on different timescales, photon-echo

measurements of the decay of the memory of the transition frequency can be

exploited to separately determine intra- and inter-complex energy transfer

dynamics as was demonstrated by Agarwal et al. [98]. The discussion above is

most pertinent to complexes constructed from repeat units of one or a small

number of chromophore structure ‘‘types’’ and environments such as LH2 based

on an eight- or ninefold repeat of a structural element containing one B800

BChl and two B850 BChls. Photosystem I (PSI) of green plants and

cyanobacteria provides a striking contrast to such a symmetric structure. In

PSI, there are 96 nonequivalent Chla molecules, each in a different protein

environment and with no obvious symmetry elements in the structure (Fig. 12).

In addition, in contrast to LH2, the absorption spectrum of the complex is much

broader than that of a dilute solution of Chla. In other words, PSI is both

spatially and spectrally disordered. An additional difference between PSI and

LH2 is that PSI is effectively a three-dimensional energy transfer system

whereas LH2 is quasi-one-dimensional and one might expect that the disruptive

effect of energy disorder on energy transfer may be different in the two cases.

This is indeed the case as the two histograms in Fig. 13 show [97]. The

histograms are plots of overall excitation trapping times for 1000 different

realizations of the transition energies of the Chla molecules. The transition

Figure 12. The organization of pigments in PS-I from the crystal structure data of Ref. 162.

The reaction center is centrally located (the special pair is seen side-on). The darkest 8 Chls

represent the six reaction center Chls and the two linker Chls. The linkers are the uppermost and

lowermost dark Chls, respectively.
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energies are taken as those obtained by Damjanovic et al. [99] via quantum

chemical calculations for each individual Chla molecule. The arrow marks the

calculated trapping time when the energies are assigned according to the

calculation (which reproduces the absorption spectrum at both low and ambient

temperatures). In the left panel, the transition energies of all Chls except P700

(the primary electron donor) are randomly shuffled. The mean value of the

trapping time is 59.4 ps with a standard deviation of 18.9 ps. The distribution is

asymmetric, and the energy configuration obtained by Damjanovic et al. is near

the lowest bound of the distribution, suggesting that the PSI energy landscape is

highly optimized for the given distribution of static energies.

A second distribution of 1000 replicas was obtained by random shuffling of

the energies of the antenna Chls while the energies of the reaction center (RC)

and linker Chls (see Fig. 12 and the caption) are fixed at the values calculated by

Damjanovic et al. [99]. The resulting histogram of trapping times is shown in

the right panel of Fig. 13. The distribution is much more symmetric and

significantly narrower than the left panel. The mean and standard deviations are,

respectively, 38.8 ps and 3.7 ps. From these results, we conclude that the

calculated energy configuration of the reaction center and linker Chls is highly

optimized and the energy configuration of the antenna Chls is highly tolerant of

energy disorder because of the high connectivity of the structure. The optimality

associated with the RC and the linker Chls seems to result from a quasi-energy

funnel structure around the RC [97].

Of course, there must be a limit to the distribution of site energies that any

given structure can tolerate at a given temperature, which relates to the ratio of

Figure 13. Distributions of trapping times (1000 samples) calculated by (left) a model that

includes random shuffling of excitation energies in all the pigments except those of P700 and (right)

random shuffling of excitation energies except those of the six RC pigments and the two linker Chls.
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the homogeneous width of the individual transitions and the energy disorder. In

fact, disorder in the antenna Chls of PSI does influence the energy transfer

kinetics. A trapping time of 25.4 ps is obtained when the energies of the antenna

Chls are set identical at their mean value, and the quasi-funnel structure around

the RC remains as calculated. However, against the increased trapping time in

the actual system (35.9 ps) the system gains total absorption cross section by

extending the absorption region. The reason that the homogeneous system is so

effective lies in the very small reorganization energy of Chl/protein systems,

and in the next section we briefly turn to a discussion of the Stokes shift and

reorganization energy of Chl molecules in protein systems.

B. Stokes Shift and Reorganization Energy

Measurement of absorption and emission spectra of the pigments in photo-

synthetic antenna complexes has shown that Stokes shifts are typically small [2].

Presumably this is a consequence of the solvent environment of the protein that

surrounds the pigments. However, it is somewhat surprising that coupling

between the pigment electronic transitions and fluctuations of the protein are so

small given the key role specific pigment–protein interactions can have, such as

dictating the redox potentials of pigment sin the reaction center. There are two

important consequences of the small reorganization energy associated with the

Stokes shift. First, the spectral overlap between like pigments is large, meaning

that energy migration among the pigments in an antenna complex is very

efficient. Second, excitation can be more effectively delocalized among strongly

coupled pigments—for example, in the B850 ring of LH2—since excitation is

localized by spectral line broadening mechanisms.

Charge transfer interactions arise in closely spaced Chl pairs. Such pairs

usually exhibit strong Coulombic coupling and in addition to heterogeneity in

the Coulombic coupling, the magnitudes of the electron–phonon couplings

(reorganization energies) have been shown to be heterogeneous. For example,

Small and co-workers [100] have shown that there are at least two types of Chla

molecules in the PSI complex which are characterized by larger electron–

phonon couplings than the bulk Chla because of charge transfer character in

their electronic excited states. Such a variation in electron–phonon coupling

strength was taken into account in the calculations of energy transfer in PSI

described below [97].

Most of the information about the electron–phonon coupling comes from

low-temperature spectroscopy such as hole-burning. Extrapolating these low-

temperature spectral densities to room temperature can be difficult, but no

determination of a room temperature spectral density for Chla has been made as

far as we aware. An alternative approach is to calculate the spectral density via

combined quantum mechanical/molecular mechanics calculations [99, 101],

although the quantitative reliability of such an approach is not yet adequate for
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detailed energy transfer calculations. At present, the best approach appears to be

to use the low-temperature spectral density and make appropriate modification

to fit the room temperature spectrum as described by Zucchelli et al. [102] for

Chla.

C. Diagonal Disorder and Energy Transfer

To apply the Förster equation, the emission and absorption line shapes must be

identical for all donors and acceptors, respectively. However, in many types of

condensed-phase media (e.g., glasses, crystals, proteins, surfaces), each of the

donors and acceptors lie in a different local environment, which leads to a

distribution of static offsets of the excitation energies relative to the average,

which persists longer than the time scale for EET. When such ‘‘inhomogeneous’’

contributions to the line broadening become significant, Förster theory cannot be

used in an unmodified form [16, 63].

If there is just a single donor–acceptor pair, then we must ensemble average

the nuclear spectral overlap—for example, using a Pauli master equation. One

needs to think in terms of the inhomogeneous line broadening present in the

donor emission spectrum and that present in the acceptor absorption spectrum

leading to individually ensemble-averaged quantities. The spectral overlap is

also an ensemble average quantity, and it is not related in a simple way to the

overlap of the ensemble-averaged emission and absorption spectra.

In a chromophore aggregate, where there are couplings among the donor and/

or acceptor chromophores, the site energy disorder affects both the electronic

and the nuclear factors simultaneously. As we have described in Ref. 63, if there

are m molecules that together make up the donor and n molecules that comprise

the acceptor, then the EET dynamics must be determined by m� n electronic

couplings. To introduce disorder properly into the EET rate calculation, each of

the m� n electronic couplings Vda must be associated a corresponding spectral

overlap factor Jd aðeÞ. This provides us with the dimensionless coupling-

weighted spectral overlap for each interaction, ud aðeÞ ¼ Vd aj j2Jd aðeÞ. This

quantity governs the mechanism by which EET is promoted in complex

aggregates. For example, we can ascertain which electronic states most

significantly mediate the EET by comparing the values of each of theÐ
deudaðeÞ, which are directly proportional to the rate for each pathway.

We incorporate disorder into the calculation by ensemble-averaging the set

of coupling-weighted spectral overlaps for many aggregates using a Monte

Carlo method [38]. In this way the effect of disorder on both electronic

couplings and spectral overlap is properly accounted for by ensemble averaging

�d;audaðeÞ.
Energy migration among a number of chromophores with inhomogeneously

broadened spectra can be modeled using a Pauli master equation approach [10,

27, 70, 71, 103–107] as long as the excitation is localized as it hops from
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molecule to molecule. In such a model the probability of finding the excitation

on site i in the aggregate PiðtÞ is determined by solving the coupled differential

equations,

dPiðtÞ
dt
¼

X
j

kijPjðtÞ � kji þ t�1i

� �
PiðtÞ

� � ð14Þ

where the excited state lifetime is ti and uphill RET rates are calculated via

detailed balance, kji ¼ kij expð��Eij=kTÞ, with �Eij equal to the energy

difference between donor and acceptor absorption maxima. The site–site rates

are calculated according to a spectral overlap involving homogeneous line

shapes. A Monte Carlo sampling procedure is used to account for disorder,

typically with �2000 iterations. At each iteration the site energy offsets for each
molecule in the aggregate di are chosen randomly from a Gaussian distribution of

standard deviation s, w dið Þ ¼ exp �d2i =2s2
� �

= s
ffiffiffiffiffiffi
2p
p� �

. A Gaussian distribution

is in accord with the Central Limit Theorem. It is useful to note that the FWHM

of the distribution � ¼ sð8 ln 2Þ1=2. If the electronic coupling varies from

aggregate to aggregate, because for example the molecules are oriented

differently, then this can also be included.

The Pauli Master equation approach to calculating RET rates is particularly

useful for simulating time-resolved anisotropy decay that results from RET

within aggregates of molecules. In that case the orientation of the aggregate in

the laboratory frame is also randomly selected at each Monte Carlo iteration in

order to account for the rotational averaging properly.

D. Off-Diagonal (Coupling) Disorder

Disorder that affects electronic couplings is also present in chromophore

aggregates. Such disorder arises from distributions of orientations and separa-

tions of the chromophores. One expects off-diagonal disorder to be most

significant among closely coupled chromophores, such as those comprising

B850, since orientation and distance dependencies of the coupling are most

pronounced at close interchromophore separations. Once again, for EETwithin a

chromophores aggregate, both the electronic couplings and the spectral overlaps

will be by off-diagonal disorder. It is therefore rather difficult to differentiate the

manifestation of diagonal from off-diagonal disorder.

Jang et al. [72] have systematically studied the effects of diagonal versus

off-diagonal disorder in the B850 ring of LH2. They conclude that the diagonal

disorder could be similar in magnitude to that in the B800 ring. In that case,

the total disorder, observed spectroscopically to be significantly larger than that

in the B800 ring, could be achieved through the addition of off-diagonal

disorder.
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VI. CALCULATIONS OF ENERGY TRANSFER RATES

A. Preface

Typically, light-harvesting complexes contain many chromophores in close

proximity, among which energy is funneled. To relate the structures of

photosynthetic antennae to a functional model requires a theoretical framework

that is able to capture the essential physics. Förster theory for EET is very

appealing because it is compact and simple and has few adjustable parameters.

Förster theory has proven to be enormously successful for calculating EET rates

between donor–acceptor pairs, but it has been observed numerous times that

Förster theory cannot rationalize EET dynamics observed in chromophore

aggregates. In recent work we have shown that the theory must actually be

modified in order to model EET in chromophore assemblies. Photosynthetic

light-harvesting proteins provided the inspiration for this work and have been a

valuable testing ground to prove the quantitative utility and robustness of the

theory.

B. Rate Expression for Singlet–Singlet Energy Transfer in an Aggregate

We have generalized Förster theory so that it is possible to calculate rates of

energy transfer in molecular aggregates. The Generalized Förster Theory (GFT)

was inspired by the ideas that (i) often weak coupling interactions promote

energy transfer—because intramolecular reorganization tends to trap and

localize excitation on a donor, simultaneously destroying memory effects—

and (ii) in a molecular aggregate it is not necessarily clear what entities really are

the energy donors and acceptors. We reasoned that there can be a mixture of

weak and strong electronic couplings in a molecular aggregate. The strongly

coupled molecules will exhibit collective spectroscopic properties, and the

eigenstates of these coupled molecules thus collectively constitute energy donor

or acceptor states. We refer to these collective states as the effective donor and

acceptor states, d and a respectively. By partitioning the Hamiltonian of the

aggregate in this way, we find that the electronic couplings connecting the

effective donor and acceptor states are indeed weak. Thus energy transfer from d
to amay be estimated by a Fermi Golden Rule expression, in the spirit of Förster

theory. The GFT reveals that the donor emission and acceptor absorption spectra

cannot be used to directly to quantify the rate of energy transfer in molecular

aggregates, which has helped to explain much of the confusion in the literature

regarding the explanation of observed energy transfer rates in photosynthetic

proteins, as we describe in the following sections. Instead, we must turn to a

‘‘electronic coupling-weighted spectral overlap’’ between effective donors and

acceptors, as we describe below. A fundamental feature of the GFT is that the

organization of the molecules in the aggregate is explicitly accounted for in the

88 gregory d. scholes and graham r. fleming



Hamiltonian. The final ingredient in the GFT is to include a correct ensemble

averaging procedure to account for static disorder in the donor and acceptor

transition frequencies; we implement this in the site representation.

We showed that for an aggregate consisting of m donor molecules and n

acceptor molecules, we can divide the problem into interactions between

effective donor and acceptor eigenstates, so that at least m� n energy transfer

pathways must be considered [16, 63]. In the limit that the interactions between

each pair of molecules is very weak, such that the donor and acceptor absorption

spectra are unperturbed from that of the monomers, then the energy transfer rate

is a sum of Förster rates. Otherwise we consider electronic couplings and

spectral overlaps for each pair of eigenstates. We still think in the Förster

picture, but we explicitly account for each donor emission and acceptor

absorption process. For example, in B800! B850 energy transfer, the donor is

a single B800 bacteriochlorophyll, and the acceptor is the ground state of the

B850 ring of 18 bacteriochlorophylls. Thus we must consider the de-excitation

of B800 and excitation into each of the 18 B850 eigenstates. We note that this

energy transfer involves transfer into the B850 eigenstates, so discussion of

delocalization length with respect to this process is redundant. However, as

described by Kühn and Sundström [108], this transfer process does involve most

of the B850 ring. Dynamic relaxation processes follow the energy transfer

event. An expression for the rate of energy transfer from donor states d to

acceptor states a that incorporates all these concepts given by,

k ¼ 2p
h

ð1
0

de
X
d;a

Pd Vda ed; eað Þj j2 Jda e; ed; eað Þ
* +

ed;ea

ð15Þ

where Vda are the electronic couplings between the effective donors and

acceptors, as described in Refs. 17, 63, and 64, and ed and ea represent static

offsets from the mean of the donor and acceptor excitation energies as described

in the previous section. Thus it is emphasized that both the couplings and the

spectral overlaps depend upon disorder. It is assumed that each Vda ed; eað Þ does
not vary across the energy spectrum of its corresponding Jda e; ed; eað Þ. Pd is a

normalized Boltzmann weighting factor for the contribution of d to the

thermalized donor state,

Pd ¼ exp ed¼1 � edð Þ=kT½ 
=
X
d

exp ed¼1 � edð Þ=kT½ 
:

The angle brackets denote that an ensemble average is taken over many

aggregate units (e.g., RC complexes) so as to account for static disorder in the
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monomer site energies. The spectral overlap between bands d and a is defined in

terms of donor and acceptor densities of states as in Eq. (6):

Jda e; ed; eað Þ ¼ Naa
hom
a e; eað ÞNd f homd e; edð Þ ð16Þ

Note that each Jda e; eað Þ is associated with an electronic coupling factor

Vda ed; eað Þ within the ensemble average. The f homd e; eað Þ and ahoma e; edð Þ specify
the donor and acceptor densities of states (D.O.S.), as described in Ref. 63. The

dependence upon disorder is assumed to introduce a static offset of the origin, as

is usually assumed. These D.O.S. represent the emission (absorption) line shape

of the donor (acceptor), calculated without disorder (hence the superscript

‘‘hom’’) and without dipole strength. Nd and Na are area normalization constants

such that 1=Nd ¼
Ð1
0

def homd ðeÞ and 1=Na ¼
Ð1
0

deahoma ðeÞ.
Our procedure requires as input a site representation of the electronic

Hamiltonian that we can modify by adding disorder to the site energies. Using

this ‘‘disordered’’ Hamiltonian, we find the set of effective donor states d,
effective acceptor states a, and the couplings between them Vda ed; eað Þ. We can

think of the {d} as collectively comprising the donor emission spectrum, and we

can regard the {a} as collectively comprising the acceptor absorption spectrum.

For each d and a we wish to calculate Vda ed; eað Þj j2Jd a e; ed; eað Þ, the

dimensionless quantity that defines the rate of d! a EET. For this strategy

to work, the Vd a must be classified as ‘‘weak.’’ To determine Jda e; ed; eað Þ, we
need electron–phonon coupling information together with intramolecular

vibrational information in terms of a line-shape function or spectral density

that relates to the eigenstate representation. We can input this information using

explicit equations, as we do in Refs. 16, 17, and 63, but since the line-shape

information is contained in experimental emission and absorption spectra (in the

absence of significant inhomogeneous line broadening), experimental spectra

may also be used in some cases (e.g., see Refs. 17 and 83).

C. Energy Transfer in a Complex with Heterogeneous

Coulombic Coupling

Calculations of energy transfer rates and mechanisms are generally based on

perturbation theory. In a dimer system with weak coupling, Forster theory can be

successfully applied. However, when the Coulombic coupling is stronger than

the electron–phonon coupling strength, Redfield theory [109–120] is more

appropriate. In this case, the energy transfer (or exciton relaxation) is induced by

the electron–phonon coupling. Yang and Fleming have shown how the Redfield

and Forster theories can be combined to reasonably describe energy transfer

dynamics over a wide range of parameters [121]. Based on these ideas, we

describe below a strategy for calculating energy transfer dynamics in systems

with a wide range of Coulombic couplings.
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We begin with an overall molecular Hamiltonian H ¼ Hel þ HCoulþ
Hel�ph þ Hph where Hel and Hel�ph describe the static electronic excitations

and the electron–phonon coupling respectively. HCoul is the Coulombic coupling

and Hph is the phonon Hamiltonian.

Hel ¼
XN
n¼1

enj ien enh j; Hel�ph ¼
XN
n¼1

enj iun enh j ð17Þ

where enj i represents the excited electronic states of the nth monomer. Within

the monomer n, en is its excited state energy and un is the electron–phonon

coupling.

HCoul ¼
XN
n¼1

XN
m>n

Jnm enj i emh j þ emj i enh jð Þ ð18Þ

where Jnm is the Coulombic coupling between enj i and emj i. Our strategy is to

split the Coulombic Hamiltonian into two groups of pairwise interactions: the

strong Coulombic Hamiltonian, HCoul; S, and the weak Coulombic Hamiltonian,

HCoul;W ,

Hcoul ¼ Hcoul;S þ Hcoul;W

where if Jnm � Jcutoff , we have HCoul;S
nm ¼ Jnm, and Hcoul;W

nm ¼ 0, and if Jnm <
Jcutoff , we have HCoul;S

nm ¼ 0 and HCoul;W
nm ¼ Jnm. Thus the total Hamiltonian is

rewritten as

H ¼ Hel þ HCoul;S þ Hph þ Hel�ph þ HCoul;W ð19Þ

Next this Hamiltonian is expressed in the basis set of exciton states obtained by

numerical diagonalization of Hel þ HCoul; S.

jmi ¼
XN
n¼1

fmnjni for m ¼ 1; . . . . . . ;N ð20Þ

where jni ¼ enj i�N
M¼1; M 6¼n gmj i represents a state where only the nth molecule is

excited and all others are in their ground ðjgiÞ states. fmn is the amplitude of the

nth Chl molecule’s contribution to the mth exciton state. For example, if an

exciton state m is completely localized on one molecule, say M, then fmm ¼ dnm.
This is the case for all Chls with HCoul;S ¼ 0. If the state is equally delocalized

over two Chls, k and m, fmn ¼ dnm þ dnkð Þ= ffiffiffi
2
p

. In the new representation we
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have diagonal
�
H0 ¼PN

m¼1 mj iH0
m mh j and off-diagonal

�
H0 ¼P

m;m0m 6¼m0 mj i
H0mm0 m

0h j Hamiltonians:

H0
m ¼ Em þ Hph þ hmj Hel�ph þ Hcoul;W

� �jmi ð21Þ
H0mm0 ¼ hmj Hel�ph þ Hcoul;W

� �
m0j i ð22Þ

In the diagonal term mh jHel�phjmi and mh jHcoul;Wjmi are responsible, respectively,
for the energy fluctuation and energy shift of the state m. These diagonal parts are
treated nonpertubatively. The off-diagonal term is responsible for energy transfer

between exciton states. The magnitude of the off-diagonal Hamiltonian involves

the strengths of the electron–phonon mnð Þ and Coulombic Jnmð Þ couplings and
also the overlap of the exciton wavefunctions fmnfu0n. A perturbative approach

to the energy transfer calculation is justified even when mnand Jnm are large,

provided that the overlap of the two exciton wavefunctions is small. Thus, the

energy transfer rate from a state m0 to a state m, km m0 , can be calculated via the

Golden Rule.

km m0 ¼ 2Re

ð1
0

dtTrq e
iH0

m0 tH0m0me
�iH0

mtH0mm0 ; r
eq
m0

	 

ð23Þ

where Trq denotes a trace over the nuclear degrees of freedom and reqm0 ¼
e
�bH0

m0=Trq
�
e
�bH0

m0
�
with b the Boltzmann factor. Yang derived an expression for

km m0 in terms of standard line-broadening functions of the Chl molecules [121].

The resulting expression satisfies detailed balance. The full expression is given in

Ref. 121.

When the exciton states are localized on individual Chls, the expression

reduces to the well-known Förster formula. If Jcutoff !1 this holds for all

transfer rates. On the other hand, when Jcutoff ! 0, the expression reduces to

that derived from modified Redfield theory. It can be shown analytically that the

forward and backward rates satisfy the detailed balance condition

km0 m

km m0
¼ e

�b
�
E0

m0�E0
m

�
ð24Þ

where E0
m ¼ Em þ HCoul;W

mm � lmm;mm corresponds to the 0� 0 transition energy of

the state m. Thus once downhill rates are calculated via numerical integration, the

corresponding uphill rate can be calculated from the detailed balance expression.

The precise value of the cutoff interaction energy might be considered

problematical. However, as Fig. 14 shows, for a model dimer system, the

modified Redfield theory and Forster theory rates are very similar over a wide

range of energy gaps (degrees of delocalization); and provided that Jcutoff
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corresponds to reasonably weak coupling, the precise value of Jcutoff is not

critical.

This theory connects with the modified Förster theory for molecular

aggregates as follows. The Jcutoff procedure partitions the system into the set of

effective donors d and the effective acceptors a. Whether a state is designated d
or a is determined by the excitation conditions. Energy transfer from d to a
occurs as described by Eq. (15). However, the Redfield theory can account for

more complex dynamics that arise owing to competition between relaxation in

the d manifold and d-to-a energy hopping. In other words, the multistep

evolution of the excited-state population subsequent to excitation can be

followed in an arbitrarily large molecular aggregate.

D. Energy Transfer to a Dimeric Acceptor: Bacterial Reaction Centers

The photosynthetic reaction center (RC) of purple bacteria is a pigment–protein

complex present in the thylakoid membrane that efficiently accepts excitation

energy from antenna complexes to initiate light-induced charge separation from

the primary electron donor (P); this is the first step in photosynthesis. Excitation

of the primary electron donor, a bacteriochlorophyll dimer, to form the lowest

excited singlet state (P*) usually occurs by energy transfer from the antenna. In

isolated RCs, P* can quench excitation by rapid EET from higher-energy RC

pigments, either from the monomeric ‘‘accessory’’ bacteriochlorophyll-a

molecules (BL and BM) or from the bacteriopheophytins (HL and HM). The
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Figure 14. Downhill exciton relaxation rates as a function of energy gap between two

monomers, predicted by the Förster model (open triangles), the traditional Redfield model (open

circles), and the modified Redfield model (filled circles). In ðaÞ the electronic coupling,

J12j j ¼ 100 cm�1 and in ðbÞ J12j j ¼ 20 cm�1. The reorganization energy, l ¼ 100 cm�1 and the

spectral density is represented by a Gaussian correlation function with tg ¼ 100 fs [163].
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arrangement of these pigments and the absorption spectrum of the RC are shown

in Fig. 15.

As early as 1972, Slooten, using absorption measurements, proposed that

electronic energy transfer (EET) from H and B to P occurs in the Rb.

sphaeroides RC [59]. In 1986 such energy transfer was shown to occur from B

to P for the RC of Rps. viridis in less than 100 fs at 298K. Two years later,

Breton et al. [44] demonstrated a similar result at 10K for the same species.

Within the time resolution of these experiments, the energy transfer time was

insensitive to temperature.

A consensus exists that the usual application of Förster theory is deficient by

as much as an order of magnitude in accounting for the rate of EET between the

Figure 15. Top: Arrangement of pigments in the reaction center Rb. Sphaeroides. Bottom: Plot

of the absorption spectrum of this RC, with absorption features attributed to the pigments H, B, and

P indicated.
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RC cofactors. This comes about because the lower exciton state of P, P�, carries
88% of the dipole strength and is therefore strongly coupled to B according to

the dipole approximation, but has only a small overlap with the B emission, as

shown in Fig. 16. The net effect is that P� is not predicted to be an effective

acceptor for B. On the other hand, the upper exciton state Pþ overlaps

significantly with B emission (see Fig. 16), but since it carries only 12% of

the total dipole strength, this state is predicted to be too weakly coupled to

B to be an effective acceptor. The answer to the conundrum lies in the idea

that the absorption spectra of the P acceptor states do not contain the

Figure 16. Top: The absorption spectra of the special pair acceptor states Pþ and P� plotted

over the fluorescence of the donor B. Although Pþ has superior spectral overlap with B, it has a

small intensity because it is dipole-forbidden. Bottom: The density of states calculated for the donors

and acceptors in B-to-P energy transfer. See Ref. 17.
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relevant information for predicting the electronic coupling between B and Pþ
or P�.

Recently the theory for EET in molecular aggregates was applied to wild-

type and mutant photosynthetic reaction centers (RCs) from Rb. sphaeroides, as

well as to the wild-type RC from Rps. viridis. Calculations of EET in two

mutants, (M)L214H or the beta mutant and (M)H202L or the heterodimer, were

also reported. Experimental information from the X-ray crystallographic

structure, resonance Raman excitation profiles, and hole-burning measurements

were integrated with calculated electronic couplings to model the EET

dynamics within the RC complex. To check the model, which contains no

adjustable parameters, optical absorption and circular dichroism spectra were

calculated at various temperatures between 10K and room temperature and

compared well with the experimentally observed spectra. The rise time of the

lower exciton state of P, P�, population, subsequent to the excitation of the

accessory bacteriochlorophyll, B, in Rb. sphaeroides (Rps. viridis) wild-type at

298K was calculated to be 193 fs (239 fs), which is in satisfactory agreement

with experimental results. The calculations suggest that the upper exciton state

of P, Pþ, plays a central role in trapping excitation from B. Our ability to predict

the experimental rates was partly attributed to a proper calculation of the

spectral overlap JdaðeÞ using the vibronic progressions.

That work provided the following answers: (1) The EET dynamics in the RC

are promoted via a weak-coupling mechanism. Most importantly, we had to

adapt Förster theory so that it could be applied to molecular aggregates like the

RC. Our model employed only Coulombic couplings (aside from the coupling

between PM and PL), and we conclude that short-range interactions, depending

explicitly on orbital overlap between the pigments, are relatively unimportant

for promoting EET. Crucially, we had to calculate correctly the effective donor–

acceptor couplings and their associated spectral overlaps. Simple application of

Förster theory blurs the details of the aggregate and leads to physically incorrect

results. (2) Energy is transferred according to the following scheme:

H! B! Pþ ! P�ð Þ. (3) Our calculations suggest that Pþ is the principal

acceptor state involved in energy transfer from B to P in the wild-type RC.

(4) The temperature independence of EET can be understood now that we have

correctly calculated the spectral overlap between B and Pþ. This overlap

governs the rate, and we have found it to be insensitive to temperature. The

overlap between the B emission and P�, where P� is peaked at 865 nm at 298 K

and at 890 nm at 10 K, is significantly affected by temperature, but is relatively

unimportant in the overall dynamic process. (5) The large displacements of the

vibrational modes of P make an important contribution to the EET by increasing

the spectral overlap between B and Pþ, which, in turn, increases the rate and

plays a role in the temperature independence. (6) The same weak-coupling

mechanism (i.e, the generalized Förster theory presented here) provides an
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adequate description of EET in both the beta and heterodimer mutant, although

in the case of the heterodimer, it is dependent on diminished electronic coupling

between DM and the rest of the RC pigments. In the beta mutant, where the

weakly coupled HM chromophore is replaced with a BChla, energy transfer is

both quantitatively and mechanistically similar to the wild-type. However, in the

heterodimer mutant, where the mutated pigment is part of a strongly coupled

special pair, the energy transfer proceeds at a quite different rate along each

branch. This leads to a biexponential rise of population of the P state.

The main advance that was made, however, was to calculate the electronic

couplings Vda in terms of the molecular composition of donor and/or acceptor

aggregates, rather than treating the acceptors Pþ and P� as point dipoles

associated with each spectroscopic band. It can be seen in Table II that the

effective electronic couplings Vd að Þ calculated for B to Pþ and B to P� are

approximately equal in magnitude. These couplings were determined from the

full Hamiltonian of the RC, but compare closely with the ‘‘monomer B to P’’

couplings, which are effective electronic couplings calculated for the system

consisting only of one B and the special pair. These latter electronic couplings

may be compared directly with analogous dipole–dipole couplings calculated

for B to Pþ and B to P�, showing that the dipole approximation fails completely,

thus explaining why Förster theory cannot predict the rate of B to P EET for the

RC. But, why precisely does the dipole approximation fail in this case?

In Fig. 17 we compare transition densities calculated for the special pair

upper exciton state Pþ (lower panel) and lower exciton state P� (upper panel).

The Pþ transition density has many alternating positive and negative phase

regions that are averaged away by the dipole operator to give a small transition

dipole moment. The P� transition density has one region of negative phase and

another region of positive phase, indicative of a dipole-allowed transition, that

are averaged by the dipole operator to give a large transition dipole moment.

Such an averaging over the topology of the transition density is carried out by

light, which has a wavelength large compared to molecular dimensions and

separations, and is therefore manifest in the absorption and emission spectra.

However, if one imagines the B chromophore located near the right-hand side of

TABLE II

Calculated Electronic Couplings (cm�1) Between the Accessory Bchls and the Exciton States of the

Special Pair in the RC of Rb. sphaeroides (see Text and Ref. 17)

Effective Couplings Monomer B to P Dipole–Dipole

BM–P� �67 �55 198

BL–P� 69 76 �182
BM–Pþ 67 78 �6
BL–Pþ 83 72 �29
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P in Fig. 17, then it can be seen that the local Pþ and P� transition densities that

interact most significantly with the B transition are almost identical. Thus, from

the viewpoint of the B donor, the electronic coupling to either Pþ or P� should

be similar, as indeed the calculations reveal.

We can summarize by stating that the averaging imposed on electronic

couplings in a molecular aggregate by the dipole approximation is implemented

on two levels. First, it is implemented with respect to the coupling between

sites. This is the difference between panels a and b of Fig. 18, which depicts the

special pair and one accessory bacteriochlorophyll of the photosynthetic RC of

a purple bacterium. Panel a of Fig. 18 depicts an essentially exact calculation of

the Coulombic coupling between a monomeric bacteriochlorophyll molecule k

and the upper exciton state of a dimer formed by molecules m and n. This is

accomplished by performing separate quantum chemical calculations of the

Figure 17. Transition densities calculated for the special pair. Top: Transition densities for

P�, Bottom: Transition density for Pþ. See color insert.
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ground and relevant excited states of k and the m-n dimer in order to obtain the

corresponding transition densities, Pk
0 dðr1Þ and Pm�n

a 0 ðr2Þ respectively, which are
plotted in the figure. These transition densities interact via the Coulomb

potential to give the Coulombic interaction as described earlier in this review.

Figure 18b depicts a simplification of this method, which we see as the minimal

representation of this aggregate. Here the transition densities have been reduced

to transition dipoles on each molecular center, according to Eq. (5). For the

dimer, we need to ascertain the coefficients describing the admixture of

monomer wavefunctions that comprise the dimer wavefunction, lm and ln.
Then we can write ma 0& ¼ lmmm 0

& þ lnmn 0& .

Second, an averaging can be implemented with respect to the coupling

within the donor or acceptor supermolecules (panel c of Fig. 18). In this case we

would couple m0 d& and ma 0& directly. Such an averaging is invoked in analyses of

RC energy transfer when, for example, either the P� or Pþ special pair states are

taken to be the energy acceptor in the Förster model, where donors and

acceptors are treated as point dipoles associated with each spectroscopic band

(i.e., Pþ and P�). This approach fails to account for the true interactions within a
multichromophoric assembly, as we have already described.

The Förster spectral overlap is an incredibly useful quantity for under-

standing EET in donor-acceptor pairs, but unfortunately it turns out to be useless

for describing molecular aggregates and disordered systems. However, in the

Figure 18. An illustration of the levels of approximation used in estimating the B to Pþ
electronic coupling. ðaÞ An essentially ‘‘exact’’ calculation can be made using the TDC method. ðbÞ
Distributed dipoles used in the GFT method (see Section VI.B) represent the minimal acceptable

approximation. ðcÞ The harsh dipole approximation, in which the correct physical picture of the

system is completely washed away. See color insert.
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spirit of the Förster spectral overlap, we have introduced the electronic

coupling-weighted spectral overlap between effective donor and acceptor states:

ud aðeÞ ¼ Vd a ed; eað Þj j2Jd a ed; eað Þ
D E

ed;ea
: ð25Þ

This quantity allows us (1) to quantify the rate of EET, according to the

summation of the area of each ud aðeÞ, as in Eq. (15), (2) identify the dominant

states that mediate energy transfer in a complex system, and (3) work in terms of

correctly ensemble-averaged quantities. The spectrum of the quantity ud aðeÞ
derives from overlap of the donor emission density of states with that of the

acceptor, Jd aðeÞ. This can be nonintuitive in a disordered molecular aggregate

owing to the interdependence of electronic couplings and site energies, as we

describe in the following section. The intensity of each spectrum is adjusted by

the donor–acceptor electronic couplings. This occurs within the ensemble

average over static disorder in the transition frequencies, ed and ea. Now the
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Figure 19. Top: Coupling-weighted spectral overlaps calculated using the GFT for all four

interactions between B and P (see Ref. 17). Bottom: The average B to Pþ/P� picture of these

coupling-weighted spectral overlaps. It is now evident that B to Pþ energy transfer dominates

deactivation of initially excited B pigments.
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overall area of each ud aðeÞ is proportional to the rate of EET via the

corresponding d–a pathway. The ensemble average coupling-weighted spectral

overlaps for each of the four B to P EET pathways are plotted in Fig. 19.

Inspection of the relative intensities of the ud aðeÞ for each pathway leads us to

conclude that B to Pþ is the dominant EET channel, most likely as a consequence

of better spectral overlap Jd aðeÞ.
E. Energy Transfer in LH2

1. B800 to B850 Energy Transfer

In the introduction to this review we have described in detail the structure and

function of the peripheral light-harvesting antenna LH2 of purple bacteria. Light

absorbed by the B800 ring is transferred rapidly to the B850 ring on a time scale

of 800 fs in Rps. acidophila and 650 fs in Rb. sphaeroides at room temperature,

increasing to just 1.2 ps at 77K for both Rps. acidophila and Rb. sphaeroides.

Förster theory, however, provides an unsatisfactory estimate of this time scale

and, in particular, fails to elucidate the reasons for the remarkable insensitivity to

temperature.

The donor molecule of the B800 ring is approximately monomer-like and is

located �18 Å away from the acceptor. The acceptor consists of the 18

bacteriochlorophylls of the B850 ring, part of which is shown in Fig. 20. The

Figure 20. A depiction of part of the B850 ring from LH2 showing the a-helices as ribbons,
labeled as a and b according to their position on the inside and the outside of the ring, respectively.

The pigments are labeled A, B, C according to the a,b-subunit they belong to, and they are labeled

individually as a or b according to whether they are coordinated to the a-helix labeled a and b. The
close interaction (3–4 Å) between these Bchl chromophores is evident.
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Bchl molecules that comprise the B850 ring are relatively strongly coupled to

each other (�300 cm�1), which has a significant impact on the nature and

operation of the acceptor states. This also means that there are not just one or

two acceptor states: There are 18 acceptor states that must be individually

considered. Moreover, each LH2 complex is slightly different spectroscopically,

owing to significant inhomogeneity in the site energies of each Bchl. The effect

of this static disorder on the absorption is shown by the absorption spectra

calculated for individual LH2 complexes (Fig. 21). These spectra are similar to

the striking experimental observations reported by van Oijen et al. [16]. Any

model for predicting the EET dynamics in this complex system must capture

these essential features.

In order to model realistically the effective acceptor states of the B850 ring,

it was first necessary to calculate the electronic couplings on the basis of the

crystal structure data. Owing to the close approach of the Bchls in B850

(cf. Figs. 6 and 20), we decided to ascertain the significance of contributions to

the electronic coupling that depend on orbital overlap, Vshort. Vshort mostly

derives from interactions indicative of mixing of donor–acceptor wavefunctions

Figure 21. Left: Absorption spectra calculated for a random selection of single LH2 complexes

(Rps. acidophila, 77K). Right: The corresponding calculated circular dichroism spectra. Only

diagonal disorder is included in the site energies of the monomers, but note the dramatic effects it

has on state energies and intensities.
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owing to their interpenetration (exchange effects related to the Coulombic

interactions make a very minor contribution for molecules). There has been

considerable speculation regarding the role of V short in photosynthetic light

harvesting since if this coupling becomes significant relative to VCoul at close

separations, then the EET rate could increase over that estimated from the

Förster rate by a factor VCoul þ V short
�� ��2= VCoul

�� ��2. However, evaluation of the

significance of the Vshort component of the coupling by quantum chemical

calculation poses a difficult problem.

We attempted to quantify the total V short for the closely interacting BChl

pigments in LH2 of Rps. acidophila using CI-singles calculations (6-31G*

level) of the excited states of Bchl dimers within the B850 ring, as well as

individual Bchl molecules. The dimer calculations provided an estimate of the

total electronic coupling V short þ VCoul
� �

, but where VCoul was overestimated,

just as for the TDC calculations based on CI-singles TDs. We could use TDC

calculations, then, to determine the (overestimated) VCoul and hence retrieve

V short (which is not similarly overestimated). The usual scaling procedure

provided a reasonable estimate of VCoul. We summarize our results in Table III,

where we collect the scaled VCoul, calculated by the TDC method, Vshort derived

from the ab initio supermolecule calculations once VCoul had been determined,

and the total electronic coupling, equal to V short þ VCoul (where this is the scaled

Coulombic interaction).

Combining the calculated electronic couplings with various experimental

data, we have simulated the energy transfer dynamics in the wild-type Rps.

acidophila B800–B850 complex, as well as in four reconstituted complexes in

which the B800 band lies at 765, 753, 694, and 670 nm (which we refer to as

B765, B753, etc.). There are no adjustable parameters in these calculations,

since the mean Bchl site energies in the B800 and B850 rings are set in order

to simulate the absorption and circular dichroism spectra. The mutant and

TABLE III

Nearest-Neighbor Electronic Couplings V (cm�1) Calculated Between the Bchl Qy Transitions in

the B850 Ring of the LH2a of Rps. acidophila Using the CI-singles/6-31G* Method (see Text and

Ref. 74), Along with Next-to-Nearest Neighbor Couplings Calculated Using the CI-Singles/3-21G*/

TDC Method [73]

Separationb (Å) Total Coupling VCoul Part Vshort Part Vdipole–dipole

aB850A–bB850A 9 320 265 55 415

bB850A–aB850B 9.5 255 195 60 330

aB850A–aB850B 18 �46 �46 0 �48
bB850A–bB850B 19 �37 �37 0 �37
aSee Fig. 20 for the labeling convention.
bCenter-to-center.
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temperature dependence of the B800–B850 EET rates provides a convincing

test of the theory for energy transfer in molecular aggregates, Eq. (15).

In Table IV we summarize the results of these calculations for both 77 K and

300 K. Note that here it is assumed that each of the substituted chlorophylls has

the same transition moment magnitude and orientation, and therefore coupling

to the B850 BChls, as the wild-type B800s. We see from the results collected in

Table IV that (i) the calculated energy transfer times for B800–B850 and B753–

B850 correspond closely to the experimental values reported by Herek et al.

[122]; (ii) the calculated B800-B694 and B800-B670 energy transfer times are

much slower than revealed by experiment, suggesting that the carotenoid S1
state may be mediating the energy transfer for these donors; (iii) While the

‘‘B800’’-type donor has appreciable overlap with the B850 density of states,

which spans 720–870 nm, the ‘B800’–B850 energy transfer time is rapid and is

sensitive (i.e., can be tuned by a factor of two in magnitude) to the exact

location of the donor emission spectrum; (iv) The EET rate is insensitive to

temperature, which is a well-known characteristic of the wild type LH2

complex.

In Fig. 22 the spectral overlaps calculated for seven individual LH2

complexes (Rps. acidophila) are shown and compared to the corresponding

coupling-weighted spectral overlaps, calculated according to the GFT. First we

note that the spectral overlaps do not correspond to the Förster spectral overlaps,

since we have correctly calculated the overlap between the donor emission and

the absorption density of states (not absorption spectrum) of each acceptor

eigenstate according to Eq. (16), rather than as the overlap between the donor

emission and total B850 absorption spectrum. Second, it is evident that a proper

ensemble average over the individual complexes is crucial because of the

significant static disorder, as seen in the single complex absorption spectra

shown in Fig. 21. However, comparison of the calculated spectral overlaps with

TABLE IV

Calculated B800–B850 Energy Transfer Times (ps) in LH2 of Rps. acidophila and Reconstituted

Complexes (See Text and Refs. 16 and 22)

GFTa (77 K) GFTa (300 K) Experimentb FTc (300 K)

B800–B850 0.96 0.91 0.9 6

B765–B850 0.76 0.75 1.4 9

B753–B850 1.90 1.34 1.8 11

B694–B850 17.3 13.8 4.4 18

B670–B850 49.6 43.7 8.3 37

aGeneralized Förster Theory for molecular aggregates (see Section VI.A and Ref. 63).
bResults reported by Herek et al. [122] (300 K).
cFörster Theory predictions [122].
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the calculated coupling-weighted spectral overlaps immediately reveals

significant differences. For example, from the spectral overlap calculations,

the B800–B850 EET times for complex 4 and 5 are expected to be similar.

However, a calculation according to the GFT reveals via the coupling-weighted

spectral overlaps that the EET times in these two complexes actually differ by a

factor of 4! Such observations emphasize the importance of keeping the

electronic coupling and corresponding spectral overlap factor associated.

LH2 typifies a complex donor–acceptor system for which EET rates cannot

be understood according to Förster theory. To elucidate B800–B50 EET rates, it

was crucial to understand the nested averages in a microscopic picture of the

dynamics that are important even at the level of single complexes. Thus, the

summations over effective donor and acceptor states, and the ensemble average

over disorder must be carefully treated. These subtleties are all contained in

Eq. (15), the GFT, and cannot be ignored for the sake of an expedient solution.

The key quantity for characterizing EET in molecular aggregates is the

coupling-weighted spectral overlap, ud aðeÞ, Eq. (25).

Figure 22. Left: Spectral overlaps calculated using the GFT model for B800–B850 energy

transfer within each of the single LH2 complexes shown in Fig. 21. The dashed and dashed–dot lines

for spectra 2 and 4, respectively, are simply meant to guide the eye in the right-hand panel of the

figure. Right: Coupling-weighted spectral overlaps and energy transfer times calculated for these

systems. See text.
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2. Exciton Dynamics in B850

In the case of the B850 molecules of LH2 or the B875 molecules of LH1, the

situation is more complex. Now the excitonic interactions are at least similar to

the site energy disorder, kBT , and the electron–phonon coupling and the

electronic (and perhaps vibrational) state are not localized on individual

molecules. This delocalization leads to the phenomenon of exchange narrowing

[123] whereby the distribution of site energies is apparently narrowed by the

averaging effect of the delocalized states. Thus the intracomplex disorder, s,
and, therefore, the total disorder, becomes dependent on the electronic coupling.

The intercomplex disorder �, however, remains independent of the coupling.

In such a system the initially prepared state can evolve very rapidly via

electron–phonon coupling. This rapid relaxation among exciton levels gives rise

to a kind of lifetime broadening, which competes against the exchange narrowing.

The two effects cannot be separated by analysis of the linear absorption spec-

trum, but can be resolved by analysis of photon-echo signals [124]. Thus in

order to properly characterize a system such as the B850 ring of LH2 or the

B875 ring of LH1, it is necessary to be able to have a formalism with which one

is able calculate both linear and nonlinear optical signals from the same approach.

Energy disorder (both diagonal and off-diagonal) plays a major role in

determining the electronic structure and consequent dynamics of such a system.

As before, averaging over the ensemble must be done after the microscopic

dynamics are calculated. Figure 23 shows the exciton levels and associated

Figure 23. Exciton wavefunctions calculated for the B850 band of LH2. Left: For a completely

ordered model with Jintra ¼ Jinter ¼ 320 cm�1. Right: For a statically disordered model, with

Jintra ¼ 320 cm�1, Jinter ¼ 255 cm�1, sðdisorderÞ ¼ 150 cm�1 and an energy offset between a and b
Bchls (see Fig. 20) of 530 cm�1. See Ref. 40.
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wavefunctions for the B850 either as completely ordered or for a particular

complex selected from a distribution with s ¼ 150 cm�1. In the perfectly

ordered case, the lowest state is optically dark and all the oscillator strength is

concentrated in the next two (degenerate) levels. The wavefunctions are

completely delocalized for all levels. In the disordered case, the oscillator

strength is distributed over multiple levels; in particular, the lowest state is no

longer dark, and the wavefunction is ‘‘broken up’’ such that it has amplitude on

typically 2–4 molecules. Figure 23 is useful for visualizing the system but does

not allow calculation of the dynamics or nonlinear optical response. For this, we

turn to a formalism based on the density matrix and calculate the dynamics

using Redfield theory [124]. The formal approach has been described in detail in

Refs. 124 and 121. Here we give a brief overview of the approach beginning

with theory for the linear absorption and third-order response of a simple model

system for molecular aggregates which consist of monomers with two electronic

states. The standard description of the electronic states of molecular aggregates

is based on the Frenkel-exciton Hamiltonian.

H ¼ Hel þ Hel�ph þ Eph ð26Þ

Hel ¼
XN
n¼1
jnienhnj þ

XN
m;n
m 6¼n

Jmnjmihnj ð27Þ

Hel�ph ¼
XN
n¼1
jniunhnj ð28Þ

where jni is the electronic excited state of the monomer n and en is the static

energy of the electronic excited state of the nth monomer. un describes the

fluctuation of the transition energy due to the electron–phonon coupling. Eph is

the Hamiltonian of the phonon bath. The interaction between monomers n and m

is given by Jmn, which is assumed to be homogeneous. We also assume that each

monomer is coupled to its own bath and that the baths belonging to different

monomers are uncorrelated.

For the one-exciton state, the eigenstates and eigenenergies of the Frenkel

excitons are obtained by numerical diagonalization of the electronic part of the

exciton Hamiltonian [Eq. (27)]. The exciton wavefunctions and exciton energies

for the two exciton band can be constructed from those of the one exciton band

by use of Bethe’s Ansatz [125]. The electron–phonon coupling Hamiltonian

Hel�ph is responsible for pure dephasing of the exciton states (diagonal in

exciton basis) and population transfer between the exciton states (off-diagonal

in exciton basis).

The linear and third-order response functions of the molecular aggregates are

described by a density matrix formalism in the exciton basis. The evolution of
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the density matrix is given by

d

dt
rðtÞ ¼ �i L0 þ L0ð ÞrðtÞ ð29Þ

where L0 is a diagonal Liouville operator governing the exciton dynamics in the

absence of any exciton transfer process. The off-diagonal term, L0, is responsible
for the population transfer process between the exciton states. The usual method

to obtain the time evolution of the exciton state is to reduce the full density

matrix [Eq. (29)] to the excitonic space by taking an average over the bath. In

this case, we lose detailed information of the dynamics of the bath. However,

the photon-echo peak shift method [124] is sensitive to the non-Markovian

behavior of the bath, and thus we need to keep the dynamics of the bath to

accurately describe the experimental data. As a first approximation, the operator

of the second term of the right-hand side of Eq. (29) is replaced with a rate

equation.

d

dt
rðtÞ � �iL0rðtÞ � KrðtÞ ð30Þ

where K is the Redfield tensor which is based on a second-order approximation

with respect to the off-diagonal Hamiltonian in the exciton representation [124].

Equation (30) is a kind of mean-field description of the population transfer since

the phonon-dependent operator has been replaced by a phonon-averaged rate

equation. We note, however, that the fast phonon dynamics is correctly described

by the first term of Eq. (30) in contrast with the usual reduced density matrix

approach. As usual, we introduce the so-called secular approximation in which

the nonsecular elements of the Redfield tensor are assumed to be zero:

Kab;a0b0 ¼ 0 when oab � oa0b0
�� �� 6¼ 0 ð31Þ

where oab is the energy difference between the states a and b. The contributions
of the nonsecular terms are averaged out on a time scale of oab � oa0b0

�� ���1. By
this approximation, contributions for the population and coherence elements are

not likely to be coupled to each other in the presence of static disorder. The

Redfield tensors then consist of three terms: (a) population transfer from a to g
ða 6¼ gÞ, Kaa;gg, (b) population decay from a, Kaa;aa, and (c) decay of the

coherence (dephasing) due to population transfer, Kaa0;aa0 .

For the linear absorption spectrum, the system evolves in a coherence

between the ground and one-exciton states after the interaction with the first

pulse. Exciton relaxation occurs during the coherence period and influences the
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broadening of the absorption spectrum. The linear absorption spectrum of an

aggregate in the presence of population transfer is given by

IðoÞ ¼ Re

ð1
0

dt expðiotÞ
XN
k¼1

dgk
�� ��2 exp �iEkt � gkkðtÞ � Kkk;kkt

� � ð32Þ

where Kkk;kk is the population decay rate from the kth level of the one exciton

state and Ek is the static energy of the kth exciton state and gkkðtÞ is the exchange
narrowed line-shape function which is given by

gkkðtÞ ¼ CkgðtÞ ð33Þ

For completely localized states, we have Ck ¼ 1. Therefore the line broadening

function for the aggregate is the same as that for monomer. In the absence of

static disorder, we have Ck � 1
N
. In other words, the width of absorption spectrum

of the aggregate becomes significantly narrower. The narrowing results from the

fact that delocalized exciton states average over the disorder in the transition

frequency of the individual molecules. Due to the presence of the disorder in the

system, the degree of the delocalization of the exciton in the aggregates is

smaller than the actual size of the aggregates.

The procedure for calculating both the linear absorption spectrum and

the third-order nonlinear signals is shown schematically in Fig. 24. After

diagonalizing the Hamiltonian, we construct the exciton wavefunctions and

energies and calculate the transition dipole moments. Then we calculate the

exciton population transfer rates from the expression for the Redfield tensor

with the spectral density of the phonon. Inserting the solution of Eq. (30) into

the linear and third-order response functions and taking into account the finite

laser pulse duration, we calculate the third-order nonlinear signals. These

procedures are repeated over different sets of static energies of the monomer

until our calculated result converges.

The width of the absorption spectrum for the aggregate is significantly

narrower than that for monomer as a result of the exchange narrowing. As the

value of the static disorder decreases, the exciton becomes more delocalized in

the aggregates and the width of the absorption spectrum decreases when we

only consider the exciton structure and the exchange narrowing mechanism.

Now exciton population transfer contributes to the width of the absorption

spectrum via lifetime broadening, and the width of the absorption spectrum no

longer depends on the degree of the delocalization. The fast nuclear fluctuations

of the monomers appear as exciton energy fluctuation and population transfer in

the exciton basis. The energy fluctuations are subject to the exchange

narrowing, and the population relaxation produces lifetime broadening. Because
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of this, in contrast with static disorder (which is completely exchange-

narrowed), the dynamical disorder is not completely subject to the exchange

narrowing. Knoester and co-workers [126, 127] investigated the effect of the

dynamic disorder in the optical line shapes for circular aggregates and arrived at

a similar conclusion. For small aggregates, they found that the exchange

narrowing factor is equal the number of molecules in the aggregate, while for

large aggregates it saturates. The number of molecules at which it saturates

depends on the amplitude of the fast fluctuation and the intermolecular

coupling.

Figure 25 summarizes the processes included in the calculation in a pictorial

fashion. The procedure outlined in Figs. 24 and 25 is combined with the

calculated electronic couplings for B850 (Sections III.C and VI.E), a line-shape

function obtained by fitting photon-echo peak shift data and static disorder

from hole-burning and other experimental methods; the absorption spectrum

and photon-echo peak shift decay are calculated for B850, without adjustable

parameters [40] (Fig. 26). The agreement with both experimental measures is

rather good, including the slow decay of the echo peak shift evident from

200 fs to 1 ps. What do the timescales evident in the peak shift decay of

Monte Carlo Sampling over  Static Site Energies
Construction of Exciton States (Energies and Wavefunctions)
Calculation of Transition Dipole Moments

Evaluation of Population Transfer Rates
Construction of Linear and Nonlinear Response Functions

Convolution Integral of the Response Function and Laser Pulse
Creation and Evolution of Electronic and Nuclear Superposition 
Wavefunctions

Convolution Integral of the Response Function and Laser Pulse
Creation and Evolution of Electronic and Nuclear Superposition
Wavefunctions
Calculate Linear and Nonlinear Polarization

Lineshape Function for Fast Phonon Modes

Laser Pulse Shape

Ensemble
Average

Figure 24. Schematic diagram of the procedure used to calculate the linear absorption and

third-order nonlinear signals in molecular exciton systems. See Ref. 124.
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Fig. 26 represent? To investigate this, we consider the following ansatz: The peak

shift decay (t�ðTÞ versus T) can be approximated as a product of a term describing

the exchange narrowing effect and a term describing population relaxation:

dt�ðTÞ � t�exchangeðTÞ
t�exchangeð0Þ � dxðTÞ ð34Þ

where

dAðTÞ � AðTÞ � Að1Þ
Að0Þ � Að0Þ

is a normalized peak shift on population term and

xðTÞ � PDðTÞ
PDðTÞ þ PAðTÞ ð35Þ

where t�exchangeðTÞ is the echo peak shift of the exchange narrowed system when

exciton relaxation is turned off, PDðTÞ is the weighted (by the oscillator strength

and the laser spectrum) sum of population remaining on the initially prepared

states, and PAðTÞ is the (similarly) weighted sum of the population on states

transferred to that are within the laser bandwidth.

The points in Fig. 27 are calculated exactly from the full theory for two

different values of the diagonal disorder. The solid lines are calculated

according to the ansatz of Eq. (34). For a large value of the disorder, the
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Figure 26. Comparison for the absorption spectrum and three-pulse-echo peak shift

determined from experiment for the B850 band of LH2 with that calculated using the model

described in the text. Parameters are the same as in Fig. 23 (right panel), plus a spectral density (see

Ref. 40).
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agreement between the exact result and the factored form is quantitative. For the

small disorder, the two results deviate slightly, because the disorder is not large

enough to entirely decorrelate the energy levels, but still the agreement is very

good. The insets show the population relaxation contribution showing that both

fact and slow exciton relaxation can be captured by the photon-echo peak shift

method.

Finally, it is possible to make a pictorial representation of the exciton

dynamics in B850 of LH2. Figure 28 shows the density matrix at 0 fs, 50 fs, and

100 fs in both the exciton basis (upper) and the site basis (lower). In interpreting

Fig. 28, it is important to recall that two levels of ensemble averaging are

involved in generating the microscopic observable. First, the density matrix

approach averages over the fluctuations induced by the phonon modes, and,

second, after the phonon-averaged molecular response is calculated, an average

over the static disorder is required. The plots in Fig. 28 contain only the first

average. Turning to the plots themselves, note that the initial excitation is highly

delocalized with two nodes evident in the site basis at the position of monomers

whose transition dipoles lie perpendicular to the excitation polarization. Within

50 fs, the excitation becomes localized on groups of 2–4 molecules (site basis),

and the coherence evident in the off-diagonal ðk 6¼ k0Þ amplitudes in the exciton

basis has almost disappeared. By 100 fs, the exciton representation is almost

fully diagonal and the exciton populations (diagonal terms) have redistributed.

The clear localization to 2–4 molecules in the site representation suggests that a

reasonable physical image of the dynamics can be visualized via Fig. 23. Noting

that the Redfield equations for the population relaxation contain the overlap of

the wavefunctions of the initial and final states, the picture emerges of excitation

Figure 27. Illustration of the ansatz described by Eq. (34). The points represent the exact

calculated photon-echo peak shift, while the solid line is calculated via Eq. (34). The insert shows

the population term [Eq. (35)]. The Left panel is for a disorder (s) of 160 cm�1, and the right panel

is for s ¼ 320 cm�1. Other parameters are as in Figs 23 and 26.
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‘‘hopping’’ from one set of 2–4 molecules to an adjacent set of similar size. To

what an extent is the hopping description justified. This can be quantified by

considering the ratio of the hopping and dephasing rates. In the delocalized

exciton picture, electron–phonon coupling is responsible for both the exciton

hopping and dephasing processes. While the hopping rate between a pair of

exciton states is proportional to spatial overlap of the states, the dephasing rate

of an exciton state is proportional to the self-overlap of the spatial distribution

of the state. Figure 29 shows the ratios of the two quantities as a function of J=s
for a 18-Chl ring when s is fixed at 150 cm�1. For a given value of J=s, we take
an average of the ratio over many realizations of static energies which determine

spatial distributions of the partially delocalized exciton states. The black

symbols are for the case when the mean energy of 18 Chls is identical, and the

red symbols are the case when two Chls with an energy difference of 530 cm�1

are arrayed alternately. In both cases, the hopping rate is less than half of the

dephasing rate when J 
 300 cm�1, which corresponds to the case of LH2. In

other words, in the partially delocalized exciton picture, we can ignore

coherence transfer, and the incoherent hopping process over the partially

delocalized exciton states seems to be a reasonable description of the energy

transfer dynamics in LH2.

F. Energy Transfer in PS-I

Figure 30 shows the results of global fits to the fluorescence decay of

Photosystem I obtained by Kennis et al. [128] using the upconversion technique.
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Figure 29. Ratio of exciton population relaxation rate Sð Þ to the exciton pure dephasing rate

�ð Þ as a function of J=s, where J is the electronic coupling and s is the disorder. s ¼ 150 cm�1 for
B850 of LH2. The upper curve is for eab ¼ 0, and the lower curve is for eab ¼ 550 cm�1. As S=�
increases, energy transfer becomes more coherent.
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The global fit of data recorded throughout the PSI fluorescence spectrum yielded

four exponential components: 360 fs, 3.6 ps, 9.8 ps, and 38 ps. The longest time

scale corresponds to the overall trapping time by the reaction center in PSI. A

major difficulty of such fitting attempts is knowing whether the other time scales

can be ascribed to specific physical processes or result from complex averages of

microscopic time scales. In Ref. 128 the 360 fs was assigned to equilibration

among Chla pigments in the bulk antenna, while the 3.6-ps component was

associated with equilibration between bulk Chla and the red-shifted Chls, which

seem unique to PSI. The 9.8 ps may relate to interactions between monomeric

PSI units in the naturally occurring trimer.

Using calculated transition frequencies for all 96 Chls, spectral densities

from experiment that reflect the inhomogeneity in electron–phonon coupling

discussed in Section V.B, and the theoretical formalism described in Section

VI.C, Yang et al. calculated the time scales of fluorescence decay in a PSI
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Figure 30. Fluorescence upconversion data from PS-I as a function of emission wavelength.

Global fits to the data are also shown. See Ref. 139 for details.
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monomer following excitation of a subset of Chls on the blue side of the

spectrum (640–660 nm). Figure 31 shows the amplitudes and time scales

(inverse of the rate matrix eigenvalue) for four different detection windows.

Negative amplitudes correspond to a rising, and positive to a decaying,

component. The plots in Fig. 31 reveal a small number of clusters of time

constants which we divide into four groups: sub-100 fs, 0.3 ps, 2–3 ps, and 35–

40 ps. Given that the fluorescence up-conversion study of Kennis et al. most

likely did not have the time resolution to obtain the sub-100-fs components, the

correspondence with the experimental data is striking. The 9.8-ps component

does not appear strongly in the calculated result, suggesting that it is indeed

associated with trimer formation.

Analysis of the decay associated spectra (DAS) with 10-nm resolution

confirms the physical picture of the various time scales. The shortest time scales

correspond to energy flow out of highest-energy Chls. The 0.3-ps component

appears as a decay in the 650- to 670-nm windows and as a major rise at 680–

700 nm (680 nm is the maximum of the absorption spectrum). The 2- to 3-ps

Figure 31. Calculated time scales of fluorescence decay in a PS-I monomer as a function of

emission wavelength [97]. Excitation is at 640–660 nm, and the panels show the amplitudes of

eigenvalues of the rate matrix for four different detection wavelengths. The amplitudes clearly

cluster into four groups: <100 fs, �300 fs, 2–3 ps, and 38 ps, with the latter representing the overall
trapping time.
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component appears as a rise only in the 690- to 710-nm window and

corresponds to a steady flow of excitation from the blue to red via the 660- to

690-nm region during this time period. Finally, the 35- to 40-ps component is

obtained as a major decay component at all wavelengths above 670 nm. This

demonstrates that a steady state in the spectral distribution is reached before the

longest time scale; in this steady state, excitation energy has been depleted in

the blue region of the spectrum.

The remarkable consistency of the calculated and experimental time scales

suggests that the calculations can be utilized to explore the microscopic details

of the energy transfer processes. Such an analysis leads to the following

conclusions:

1. The overall trapping time scale in PSI (�40 ps) has two main

contributions: (a) Excitation energy diffusion in the antenna and transfer

from the antenna to the RC Chls for the first time, which we refer to as the

primary rate-determining step (RDS). This process contributes about 54%

of the total time scale. (b) Subsequent processes that lead to the arrival of

the excitation at P700 after the excitation has arrived at the RC. We call

this the secondary RDS, and it includes energy transfer back to the

antenna. The secondary RDS contributes the remaining 46% of the total

trapping timescale, and it distinguishes PSI from the LHI/purple bacterial

RC system where the equivalent of the primary RDS accounts for

essentially the entire trapping time scale. This difference arises from

(a) the energetic difference of the primary electron donor (P860) from the

remaining RC components, which means that the antenna transfers only to

the P860 and that P860 cannot transfer to the other RC components;

(b) the lower dimensionality of the purple bacterial system; and (c) the

absence of linker Chls in the bacterial system making the final step from

LHI to P860 by far the slowest (�35 ps) in the overall trapping time scale

of �50 ps.
2. Spectral equilibration occurs within the antenna in less than 5 ps and leads

to a state characterized as a transfer equilibrium state, rather than a

thermodynamic equilibrium state. By this we mean that single exponential

fluorescence decay kinetics are observed at all detection wavelength on

timescales longer than 5 ps.

3. As described in Section V.A, the energy configuration of the six RC Chls

and two ‘‘linker’’ Chls is highly optimized for efficient trapping at P700

by forming a quasi-funnel structure.

4. The energy configuration of the remaining 88 Chls of PSI does not (at

room temperature) influence the overall trapping time greatly. This arises

from the high connectivity (dimensionality) of the PSI antenna, which

mitigates against trapping of excitation on energetically unfavorable sites.
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This makes the system very robust with respect to energetic disorder,

again in contrast to the purple bacterial system which is quasi-

one-dimensional.

5. The orientations of the antenna pigments (via their influence on the

Coulombic couplings) do influence the efficiency of trapping to a

moderate extent. The model suggests an electron transfer time scale in the

range 0.87–1.7 ps from P700 to the primary electron acceptor, and this

time scale does not have a strong influence on the overall trapping time

scale.

VII PROTECTION AGAINST PHOTOCHEMICAL DAMAGE

Highly reactive, photo-oxidative species are inevitable byproducts of photo-

synthesis, and plants, cyanobacteria, and photosynthetic bacteria have evolved

various mechanisms to deal with this problem. By far the most sophisticated

mechanisms exist in green plants. An excess photon flux can exacerbate the

damage caused by these intermediates, leading to problems ranging from

reversible decreases in photosynthetic efficiency, to, in the worst case, death of

the plant. Carotenoid molecules (Cars) constitute a key component of the

protection system in all photosynthetic systems. In addition, carotenoids also act

as light-harvesting pigments, providing spectral coverage between the Chl Qy/Qx

and Soret bands. In some species, at least 95% of the excitation absorbed by the

carotenoids is transferred to the B(Chls), while in other species significantly

lower efficiencies are reported.

A crucial aspect of the photoprotective role of Cars is their ability to

efficiently quench chlorophyll triplet states, thereby preventing the formation of

excited, singlet oxygen by triplet–triplet energy transfer from its 3
P�

g ground

state:

3 1Car 3Chl�
� �! 3 3Car� 1Chl

� �
1 3O2

3Chl�
� �! 1 1O�2

1Chl
� � ð36Þ

The mechanism of the efficient Chl-Car TT-EET has been investigated by

Damjanovic et al. [129], but quantitatively accurate calculations of the electronic

coupling have not yet been possible. Both triplet–triplet energy transfer and

sensitization of singlet oxygen are mediated by interactions that depend on

orbital overlap. Calculations are therefore highly sensitive to the accuracy of the

wavefunctions. We note that a purely exchange-mediated interaction only

operates when the wavefunctions are orthogonal and do not interpenetrate. The

most significant orbital overlap-dependent coupling involves exchange of

electrons by coupled, screened one-electron matrix elements [75, 130]. It is
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straightforward to write down and compare the matrix elements corresponding to

the EET processes of scheme (36), but this seems to be of limited practical use

until it is possible to quantify such electronic couplings for realistic systems.

The mechanism of the efficient Chl-Car triplet–triplet transfer has been

investigated by Damjanovic et al. [131], but quantitatively accurate calculations

of the electronic couplings have yet not been possible.

In the singlet manifold, carotenoids have, like all polyenes, an unusual

electronic structure: The first excited state S1ð Þ has the same symmetry, A�g , as
the ground state, and thus one-photon transitions from S0 to S1 are forbidden. In

other words, the S1 state does not appear in the absorption (or emission)

spectrum of carotenoids (with more than 9 double bonds), which is dominated

by the very strong S0 ! S2 Bþu
� �

transition. Carotenoids also possess a state of

B�u symmetry, which may lie near S2, though evidence for the spectroscopic

observation of this state remains controversial [132–135]. Finally, some unusual

carotenoids with polar substituents, such as peridinin, may also have low-lying

charge transfer states [42, 136, 137].

A decade ago it was considered that all carotenoid (B) Chl energy transfer

was mediated through the S1 state of the carotenoid because S2 ! S1 internal

conversion would be too fast (100–200 fs) to allow significant transfer from S2.

More recently, it was concluded that a significant fraction, up to 100%, of the

Car-Chl energy transfer does, in fact, take place from S2. Although neither the

Dexter nor Forster theories provide satisfactory predictions, we showed in

Section III.D that Car S1 states can have significant Coulombic coupling with

Chl molecules despite the forbidden nature of the S0 ! S1 transition. Thus

whether or not Car S1 states play a role in energy transfer depends on the

location of the S1 state with respect to the (B) Chl Qx and Qy states. In the next

section, we briefly describe recent experiments to determine the energies of S1
states of photosynthetic carotenoids.

A. Carotenoids: Energy of the S1 State

Two different methods have been used recently to determine the S0–S1 spectrum

of carotenoids. Our group has utilized the two-photon allowed character of the

S0–S1 transition to populate S1, followed by subsequent detection of either S1–Sn
absorption or (B) Chl fluorescence resulting from S1–Qy energy transfer to

determine the spectrum. Figure 32 shows both the energy level scheme and the

excitation spectrum result for sphaeroidene, the carotenoid in the LH2 complex

of Rb. sphaeroides. Note that the S1 state lies in the region of negligible one-

photon absorption between the strongly allowed B800/B850 (Qy) bands and the

Car S0–S2 band (Fig. 32). The fact that the S1 lifetime of sphaeroidene is reduced

from a solution value of 9 ps to 1.9 ps in LH2 is clear evidence for efficient

S1 ! BChl energy transfer. In contrast, the S1 state of rhodopin glucoside the

carotenoid present in LH2 of Rps. Acidophila lies at too low an energy for
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efficient S1 ! Qy transfer and the S1 lifetime in the complex is essentially

unchanged from solution. Table V summarizes the energy transfer time constants

and efficiencies for these two species. Such variations in the effectiveness of Car

to Chl transfer seem quite common even for the same carotenoid in different

contents. For example, the efficiency of b-carotene to Chla transfer is

significantly higher in Photosystem I of plants and cyanobacteria than it is in

the various light-harvesting complexes associated with Photosystem II in the

same species [138–142].

The second method of obtaining the energy of the S1 state was developed by

Polivka, Zigmantis, Sundstrom and co-workers. It involves populating S2 with

an ultrashort laser pulse, allowing S2–S1 internal conversion to proceed and then

scanning the S1–S2 absorption in their near-infrared [143]. The S1 state energy

is then obtained by subtraction. For reasons that are not entirely clear, the two-

photon and near-IR probe methods do not always agree precisely on the S1 state

energies, although differences are quite small in most cases. For some
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Figure 32. Left: Level scheme, excitation, and probing steps for carotenoid–chlorophyll

interactions. Right: Two-photon excitation spectrum of sphaeroidene obtained by detecting

fluorescence from Bchl in LH2 of Rb. Sphaeroides. See Ref. 156.

TABLE V

Calculated Car S1–BChl Energy Transfer Time Constants and Efficiencies

Species tS1=ps tET1=ps fET1 fOAð9;11Þ fET2 fET1f21 f21

Rb. sphaeroides 1:9� 0:5 2:4� 0:5 80% >95% >75% <20% <25%

Rps. acidophila 6:5� 0:5 >25 <28% �70% >60% <10% <40%

fOA ¼ fET2 þ fET1f21
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carotenoids, fluorescence and resonance Raman methods have been used to

obtain S0–S1 energies, but these are extremely difficult to apply in intact

photosynthetic complexes.

B. Regulation of Energy Transfer Efficiency

Photosystem II of plants [144] (specifically the D1 protein) is damaged

sufficiently to require dismantling and repair in about 30 minutes in bright

sunlight. To achieve even this degree of robustness, light harvesting in

Photosystem II is highly regulated on both long and short time scales, by which

in this context we mean hours versus minutes. The short-term regulation process

is called nonphotochemical quenching (NPQ), which involves thermal dissipa-

tion of excitation energy-absorbed in PSII that exceeds a plant’s capacity for CO2

fixation [145]. Feedback de-excitation or energy-dependent quenching ðqEÞ
[146, 147] is the major rapidly reversible component of NPQ in a variety of

plants. qE is characterized by a light-induced absorbance change at 535 nm

[148], the shortening of the overall chlorophyll fluorescence lifetime (or

equivalent reduction in fluorescence yield) [149]. It requires the buildup of a

pH gradient across the thylakoid membrane, under conditions of excess light.

The pH gradient, in turn, triggers the enzymatic conversion of the carotenoid

vioaxanthin (Vio) to zeaxanthin (Zea) via the xanthophylls cycle [150]. In

addition, the presence of a specific pigment-binding protein, Psbs (CP22) is

essential for qE [151].

Currently, two hypotheses concerning the mechanism of qE exist, one in

which the effect of Zea is solely structural (called indirect quenching) and the

other in which Zea acts as an energy acceptor for excitation transfer from the

Chl Qy state (called direct quenching). Clearly, the direct quenching mechanism

depends strongly on the relative Qy–S1 energies levels of the Chl and Car

molecules. Using the near-IR probing method, Polivka et al. found that in

solution both Vio and Zea S1 states lie below the Chl Qy energy and could both

act as quenchers in principle, although Vio does not [143]. Very recently, Ma

et al. [152] found strong evidence for the formation of the Zea S1 state following

Chl excitation, only under conditions of maximum qE. This result appears to

strongly support the direct quenching mechanism, but much remains to be

clarified before a molecular mechanism for NPQ is at hand.

VIII. SUMMARY AND CONCLUSIONS

Early studies—for example, the work of Arnold and co-workers [153, 154] and

Duysens [155]—exposed the role of energy transfer in the capture of light by

chlorophyll pigments and subsequent transfer to a trap. Such studies were

considerably aided by Förster theory, which provided a means to predict energy

transfer rates based on simple experimental observables.
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In recent years, ultrafast spectroscopies revealed the most rapid energy

transfer events in photosynthetic proteins, which could not be readily explained

by predictions from Förster theory. As high-resolution structural models became

available and more realistic models for light harvesting were explored, it

became clear that conventional Förster theory was missing some essential

element of the problem. A number of possibilities were discussed, including the

possibility that orbital overlap effects were important. Finally, we realized that

(i) we needed to think about molecular aggregates differently than molecular

pairs—we needed to retain structural information in the model for EET as in the

GFT model; (ii) we had to learn how to calculate Coulombic couplings between

molecules which led to the development of the TDC method; (iii) we needed to

incorporate such ideas into dynamical models for large, complex aggregates in

order to simulate various ultrafast spectroscopies, including photon echoes.

At this point, we can suggest some open questions:

1. The Exact Nature of the Protein as a Phonon Bath and Dielectric

Environment. At this point there exists no satisfactory quantitative

description of dielectric screening and local field effects in energy

transfer, except in the limit of large donor–acceptor separations (the 1=n4

factor). This appears to be an important point to resolve, since the effect

on the rate can amount to a factor of � 4. A particular challenge will be to

calculate or measure medium effects in a protein as opposed to a dielectric

continuum.

2. The Time Scales and Mechanism of ‘‘Quasi-coherent’’ Excitation Hopping

Within B850/B875 Rings. This appears to be an area where simple theory

cannot apply. It will be a challenge for experimentalists and theorists to

address this issue collaboratively. For example, it is not clear whether

linear coupling to a harmonic bath is adequate to describe such systems.

For example, it may be necessary to include multiphonon and Duschinsky

effects on the dynamics in order to describe the influence of temperature

on such systems.

3. The Signatures of Interactions Between Carotenoids and Chlorophylls in

Ultrafast Experiments. These interactions are not well-characterized at

present. The influence of orbital mixing [156] and the potential formation

of low-lying charge transfer states between carotenoid and chlorophyll

molecules [157] should be detectable spectroscopically. An understanding

of these interactions will help to elucidate the role of carotenoids in

mediating long-range Chl–Chl energy transfer and in the poorly

understood phenomenon of nonphotochemical quenching described in

Section VII.B.

4. The Mechanism of Energy Flow in Photosystem II. Partly because of the

lack of atomic-level structural information and partly because the energy
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landscape of Photosystem II is nearly flat, giving no time-scale separation

between energy and electron transfer dynamics, the overall energy flow

within the Photosystem II supercomplex is not understood in detail.

Because of the size and complexity of the entire system—in particular, the

need to incorporate regulatory systems—some kind of coarse-graining

will almost certainly be necessary. Yang and Fleming [158] have

developed a ‘‘domain’’ model that enables the identification of bottle-

necks and key time scales in any disordered antenna system. The model

requires a rate matrix for the system, but given this, the method provides a

systematic way to define compartment models of the type often used

intuitively to describe energy transfer in multicomponent systems. Energy

flow in PSII will require modeling of EET between pigment–protein

complexes. Here questions of excitation delocalization become critical

since they define ‘‘short’’- and ‘‘long’’-range interactions. It will be

interesting to ascertain the role, if any, of molecular aggregates (i.e.,

Generalized Forster Theory) in this process.

5. The Experimental Characterization of Spatially and Energetically

Disordered (in Both the Diagonal and Off-Diagonal Senses) Energy

Transfer Systems. Despite the great advances in ultrafast spectroscopy,

characterizing multicomponent systems where both electronic and

electron–phonon couplings are distributed remains a challenge. Multi-

dimensional spectroscopy [159]—in particular, the two-color photon echo

[160]—holds promise for significantly more incisive studies of such

systems, but considerable development work, both experimentally and

theoretically, remains to be done.
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